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Abstract
Profiling cells in human pleural and peritoneal effusion (PPE) samples is an essential task

for cytological diagnosis of cancers and patient management. Conventional PPE cytology of

a PPE sample is labor intensive and its efficacy depends heavily on the experience of trained

specialists in addition to low sensitivity. In this dissertation research project, we focused our

effort on application of a label-free method of polarization diffraction imaging flow cytometry

(p-DIFC) for quantitative profiling of cell morphology in PPE samples and their correlations to

the texture features of cross-polarized diffraction image (p-DI) pairs. To establish the morphology

implications of the measured (p-DI) pairs, the 3D structures of PPE cells were measured by using

confocal microscopy and quantified with 27 parameters for characterization and analysis of the

cellular structures by the conventional fluorescent imaging method. Furthermore, realistic optical

cell models (OCM) have been developed as virtual PPE cells and used for accurate simulation of

diffraction imaging process to obtain calculated p-DI pairs. This approach allows us to correlate p-

DI texture feature parameters quantified by the gray-level co-occurrence matrix (GLCM) algorithm

and 3D morphology parameters and investigate various approaches of morphology based cell

classification. Clustering algorithms of hierarchical clustering (HC) and Gaussian mixture model

(GMM) have been investigated to develop a robust classification method for profiling of the PPE



cells’ morphological features by the (GLCM) parameters of p-DI pairs. Correlations between the

morphological feature parameters and p-DI feature parameters of the imaged PPE cells have been

analyzed to gain insights on the morphology implications of image texture patterns and GLCM

parameters of the measured p-DI pair data acquired from live and unstained PPE cells of patients

of lung and ovarian cancers. Through this dissertation study we have utilized and developed a suite

of image processing and analysis tools and obtained results that demonstrate the strong capability

of the p-DIFC method to yield big data for profiling PPE cells acquired from cancer patients and

the potential to detect malignant PPE cells in the future.
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Chapter 1 Introduction

Manual evaluation of pleural and peritoneal effusions (PPEs) is an essential part of cytological

diagnosis of cancers. Traditionally, PPE samples are prepared in the form of smear, cytospin, and

liquid-based-cytology slides for evaluation by cytopathologists. Even with immunofluorescence

staining, PPE cytology examination of PPE samples has its efficacy depending heavily on the

experience of specialists, is labor intensive and often of low sensitivity. Malignant PPEs are

defined as the presence of neoplastic cells [1, 2] and their detection presents a challenging problem

in patients with lung, breast and ovarian cancers due to the diversity in cell morphology and the

complexity of the staining process. For malignant pleural effusions alone, the annual incidence

is around 175,000 in the United States, and they are present in 30% of lung cancer patients [3]

and 15% of patients who die of cancers [4]. Existing approaches for diagnosis of malignancies in

PPEs suffer from low sensitivity averaging at only about 58% despite its high specificity that often

reaches above 95% [5, 6].

The long-term goal of the dissertation research described here is to develop a label-free method

of diffraction imaging for quantitative profiling of PPE cells and detection of malignant ones. For

this dissertation, our research is focused on the quantitative profiling of cell morphology in PPEs

and their correlations to the texture features of diffraction images acquired by a method of polariza-

tion diffraction imaging flow cytometry (p-DIFC). In addition to acquiring the diffraction images,

the 3D morphology of PPE cells was quantitatively measured by using confocal microscopy for

characterization and comparison of the cellular structures in terms of the cytoplasm, nucleus, and

mitochondria. A method of realistic optical cell model (OCM) for developing virtual PPE cells

was used for accurate simulation of diffraction imaging process to obtain calculated cross-polarized



diffraction image (p-DI) pairs. This allows us to correlate p-DI feature parameters and 3D mor-

phology feature parameters and investigate morphology based cell classification. The hierarchical

clustering (HC) and Gaussian mixture model (GMM) algorithms have been investigated to develop

a clusteringmethod for study of cell classification by themorphological feature parameters and p-DI

feature parameters. Correlations between the morphological feature parameters and p-DI feature

parameters of the imaged PPE cells have been analyzed to gain insights on the image parameters

of p-DI pair data. In the last part of this dissertation research, we have acquired p-DI data from

live and unstained PPE cells extracted from patients of lung and ovarian cancers and applied the

clustering method developed for analyzing the calculated p-DI data to profile and analyze the PPE

cells by their texture patterns.

Through this project, we have acquired more than 449 confocal image stacks of PPE cells

extracted from 12 patients suspected of cancers. The 3D morphological features of these cells

have been quantified by 27 parameters obtained through reconstruction to investigate and compare

their morphological differences in cytoplasm, nucleus, and mitochondria that are important to light

scattering. We employed an image analysis software to extract 2D morphology of 560 PPE cells

from cytopathological image slides of 5 patients that include immunochemically labeled normal

and cancer cells for comparison to the confocal imaging results. Realistic optical cell models

OCMs have been constructed based on 449 PPE cell structures to obtain calculated p-DI pairs and

examined the effect of intracellular morphology and refractive index heterogeneity on the diffraction

patterns of calculated p-DI against the measured data. An experimental p-DIFC system was used to

acquire p-DI pairs of PPE cells from 12 patients with three incident beam polarizations. With the

insight obtained from the analysis of 3D morphology and calculated p-DI data, we have applied the

clustering methods based on the HC and GMM algorithms to classify the measured p-DI pairs and

corresponding PPE cells into three groups. The results of this study demonstrate that the p-DIFC

method has the capacity to yield big data for profiling PPE cells acquired from cancer patients and

the potential to detect malignant PPE cells in the future.

This dissertation is organized as follows: Chapter 2 provides a background overview of the
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theory of light scattering, cell morphology and its connection to light scattering theory through

optical cell modeling, light scattering simulation and diffraction image flow cytometry, and effusion

cell evaluation. Chapter 3 describes the experimental methods for cell extraction, preparation,

confocal imaging acquisition, 3D reconstruction, 2D feature extraction, and the machine learning

tools for cell clustering. Chapter 4 presents the methods of optical cell model construction, light

scattering simulation and simulation of diffraction imaging process based on a ray-tracing approach

to obtain calculated p-DI data. It also includes the analysis of texture patterns in the p-DI data

for clustering and correlation study with the morphology. Chapter 5 reports the results of p-DIFC

measurement and analysis of acquired p-DI data from PPE cells based on the results of Chapters

3 and 4. Finally, Chapter 6 summarizes the results of the dissertation study and suggests future

research directions.
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Chapter 2 Background

This chapter provides an overview of light scattering by biological cells and cytology diagnosis

of effusion cell which are to be profiled in this dissertation research by confocal and diffraction

imaging. We will discuss the fundamental theory for modeling of light scattering and simulation of

diffraction images that can be measured in our study by a flow cytometry method. The conventional

approach of imaging flow cytometry will also be reviewed for comparison with our diffraction

imaging approach.

2.1 Theory of light scattering

Light scattering is defined as the deviation of propagation for light wavefields from its incident

direction due to the interaction with matter of heterogeneous optical property in terms of refractive

index (RI). The incident light wavefields excite the molecules of a sample such as a particle and

induce electric dipoles in the form of polarization vector, among other effects, resulting in a

scattered light. The induced electric dipoles emit or re-radiate light wavefields as scattered light

dominated by the elastic component that is of the same frequency as the incident light. Furthermore,

the scattered light propagates in different directions from the illuminated particle or scatterer and

thus form angular distributions, which for coherent excitation exhibit characteristic patterns and

correlate highly with the morphology of the particle in terms of RI [7].

For particles of sizes much smaller than the wavelength of incident light, the intensity of the

scattered light is inversely proportional to the fourth power of the wavelength as accounted for by

the Rayleigh model [8]. Thus, incident light wavefields of shorter wavelengths have a much higher



probability of being scattered than those of long wavelengths. On the other hand, if the scatterers

have sizes on scales same or larger than the wavelength, the scattered light tends to become stronger

in the forward scattering directions as can be shown by the Mie theory [7]. Furthermore, as the

degree of symmetry for the internal structure of the scatterer decreases, the angular distribution of

scattered light exhibits increasingly complex patterns that are difficult to quantify but can be learned

with powerful image processing tools. The angle-resolved or spatial distribution of the scattered

light can, therefore, provide morphological information associated with the RI distribution inside a

scatterer and also on the molecular composition. When a particle is illuminated by highly coherent

light from a laser, the scattered light wavefields from different molecules inside the particle are

coherent and present characteristic diffraction patterns [9].

The strong correlation between the wavelength-scaled scatterer’s 3D morphology and patterns

of scattered light wavefields allows the determination of morphological features through diffraction

imaging. To quantify the angular distribution of scattered light, one can define the polar angle θsca

and azimuthal scattering angle φsca relative to the incident direction which is usually set as the

z-axis. For scatterers of complexmorphology, measurement and analysis of the spatial distributions

of its coherent scattered light yield powerful tools due to the highly correlated relations between

the RI distribution of the scatter and diffraction patterns. This correlation could thus provide

fundamental morphology information of the scatterer [10].

The intensity and angular distribution of light scattered from a single particle depends on the

characteristics of incident light wavefields and the scattering particle properties (shape, size, and

the material) [11]. Figure 2.1 shows light scattering by a particle of arbitrary shape. The direction

of scattering (êsca) is measured from the direction of propagation of the incident light (êinc) by the

polar angle θsca and azimuth angle φsca with the unit vectors of êsca and êz forming the scattering

plane. In addition, the polarization of scattered light propagating in a direction can be quantified

by its s-polarized and p-polarized components defined as perpendicular and parallel polarized light

against the scattering plane [7].
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Figure 2.1 Scattering problem

Any incident light wavefields can be represented by sums of plane-wave electromagnetic (EM)

components of different propagation directions and frequencies using the Fourier transform tech-

nique. So we can consider a simple case of incident light as a harmonically oscillating plane-wave

that propagates in vacuum, which is described by its electric field and magnetic field given by [7]:

®Einc(®r, t) = ®E0e(i®k ·®r−iωt)

®Hinc(®r, t) = ®H0e(i®k ·®r−iωt)
(2.1)

where ®Einc and ®Hinc are the incident electric field and magnetic field, respectively, ®E0 and ®H0 are

amplitudes, k = 2π
λ is the wavenumber in vacuum, λ is the wavelength of the incident light in
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vacuum, ω is the angular frequency, and t is the time. The incident light propagates undisturbed

until it enters into a region containing an object with a RI different from that of the host medium

leading to scattering of the incident wavefields. The EM fields scattered by the object, ( ®Esca and

®Hsca), is the difference between the total field in the presence of the object, ®E and ®H and the incident

field, ®Einc and ®Hinc that would exist in the absence of the object [7]:

®Esca = ®E − ®Einc

®Hsca = ®H − ®Hinc

(2.2)

The total fields must satisfy Maxwell’s equations [12]:

∇ · ®D = 0

∇ · ®B = 0

∇ × ®E = −
∂ ®B
∂t

∇ × ®H = −
∂ ®D
∂t

(2.3)

where ®D = ε(®r) ®E is the electric displacement, ε(®r) is the electric permittivity with spatial variation,

®B = µ◦ ®E is the magnetic induction, and µ◦ is the magnetic permeability of free space. From

Maxwell’s equations, it is straightforward to obtain the Helmholtz wave equation for ®E after

removing the harmonic time dependence:

−4π ®f (®r, ω) = ∇2 ®E(®r, ω) − k2 ®E(®r, ω)

®f (®r, ω) =
1

4π

k2
(
ε(®r)
ε◦
− 1

)
®E(®r, ω) + ∇

(
®E(®r, ω)
ε(®r)

· ∇ε(®r)

)
(2.4)

where k2 = ω2/c2 = µ◦ω
2ε◦, c is the speed of light and ε◦ is the permittivity of free space. The

solution for ®E has the form [13]:
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®E(®r, ω) = ®Einc(®r, ω) +
∫

V

®f (®r′, ω)G(®r, ®r′, ω)d3®r′

G(®r, ®r′, ω) =
exp (ik |®r − ®r′|)
|®r − ®r′|

(2.5)

where V is the volume of the region containing by the scatterer and G is the spherical Green’s

function. The second term is the scattered field, and in the far-field approximation it becomes [13]:

®Esca(®r, ω) =
exp (ikr)
®r

∫
V

®f (®r′, ω) exp (−ikr®r′)d3®r′ (2.6)

In the equation above, the function ®f (®r′, ω) is integrated over the volume of the scatterer. Since

®f (®r′, ω) is a function of electric field according to equation 2.4, it is apparent that the internal field

must be known in order to solve for the scattered field. The scattered field depends not only on the

intensity but also on the polarization of the incident field. The incident and scattered electric fields

can be expressed as linearly polarized waves with components parallel (E‖) and perpendicular (E⊥)

to the scattering plane [12]:

®Einc = E‖inc ê‖inc + E⊥inc ê⊥inc

®Esca = E‖sca ê‖sca + E⊥sca ê⊥sca

(2.7)

where, ê‖ and ê⊥ are parallel and perpendicular basis vectors for the scattering and incident planes.

As shown in equation 2.7, the amplitude of the scattered field and the amplitude of the incident

field are linearly related. This relation can be expressed in matrix form [7]:

©«
E‖sca

E⊥sca

ª®®¬ =
exp ik(r − z)
−ikr

©«
S2 S3

S4 S1

ª®®¬
©«

E‖inc

E⊥inc

ª®®¬ (2.8)

where Sη (η = 1, 2, 3, 4) is the amplitude scattering matrix. the elements of this matrix depend on

the scattering angle θ, and the azimuthal angle φ.

Furthermore, the incident and scattered waves can also be described with the real-valued Stokes

parameters, which can be compared directly to the measured light intensities. These parameters
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are I, Q, U and V , where I is the total intensity (flow of energy per unit area) of radiation, Q is

polarization at 0◦ or 90◦ to the scattering plane, U is polarization at ±45◦ to the scattering plane,

and V is left or right circular polarization [14]. The Stokes parameters of light scattered a particle

are related to the electric field vectors in terms of time averages [12]:

I = 〈E‖scaE∗
‖sca + E⊥scaE∗⊥sca〉

Q = 〈E‖scaE∗
‖sca − E⊥scaE∗⊥sca〉

U = 〈E‖scaE∗⊥sca + E⊥scaE∗
‖sca〉

V = i〈E‖scaE∗⊥sca − E⊥scaE∗
‖sca〉

(2.9)

The incident Stokes vector is transformed by the scattering matrix to the scattered vector as

shown in the following relation [7]:

©«

Isca

Qsca

Usca

Vsca

ª®®®®®®®®®¬
=

1
k2r2

©«

S11 S12 S13 S14

S21 S22 S23 S24

S13 S23 S33 S34

S14 S24 S34 S44

ª®®®®®®®®®¬

©«

Iinc

Qinc

Uinc

Vinc

ª®®®®®®®®®¬
(2.10)

where inc and sca stand for the incident and the scattered light, respectively, k is the wavenumber,

r is the distance from the scatterer, Si j , the elements of the Mueller matrix, are a function of the

scattering angle θ [7].

Since the light intensity is directly related to the real elements ofMueller matrix, the polarization

properties of a particle can be characterized by its Mueller matrix elements. One can measure

the Mueller matrix elements by illuminating a particle and analyzing the scattered light with

various combinations of polarizers [15]. For the incident beam, the linear polarizer can have a

horizontal, vertical, or 45◦ orientation. For each of these three options, the scattered beam can

have polarizations parallel or perpendicular to the scattering plane. The components of the Mueller

matrix are related to the polarization states of the incident and scattered light by equation 2.11.

Where the subscripts of I on the numerator indicate the polarization of the incident and scattered
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light, respectively. All the incident and scattered intensities can be measured experimentally to

determine Mueller matrix elements and the polarization properties of the scatterer [16].

I‖‖
Iinc
=

1
2
((S11 + S12) + (S21 + S22))

I‖⊥
Iinc
=

1
2
((S11 + S12) − (S21 + S22))

I⊥‖
Iinc
=

1
2
((S11 − S12) − (S22 − S21))

I⊥⊥
Iinc
=

1
2
((S11 − S12) + (S22 − S21))

I45◦‖

Iinc
=

1
2
((S11 + S21) + (S13 + S23))

I45◦‖

Iinc
=

1
2
((S11 − S21) + (S13 + S23))

(2.11)

The spatial intensity distribution of scattered light at a particular point in space can be simulated

by solving Maxwell’s equations for the scattering problem within the scatter field [7]. Mie theory

and extended Mie models offer closed-form solutions of wave equations for a selective group of

highly symmetric single scatterers like spheres and cylinders by expanding the fields with series

of spherical wave functions. For scatterer of non-spherical shapes, multiple numerical methods

including T-matrix, Finite-Difference Time-Domain (FDTD) and Discrete Dipole Approximation

(DDA) methods provide practical means to solve Maxwell’s equations or wave equations for

heterogeneous scatterers. The method used for this dissertation study is DDA that has open-source

code available for research and is designed with high flexibility regarding of the importing arbitrary

RI distributions for different scatterers of complex morphology as found in biological cells [17].

2.2 Discrete dipole approximation

The DDA algorithm provides a powerful method to simulate light scattering by a finite array of

polarizable cubic volumes representing the scatterer’s RI distribution. The DDA method divide a

dielectric scatterer into N small cubic volumes named dipoles and calculate dipole moments due

the incident electric field as well as the electric field by other dipoles. The dipole size need to be
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small enough in comparison to both of the scatterer sizes and the incident wavelength for sufficient

accuracy, which can be quantified by the parameter "dipoles per wavelength" (dpl) [18]:

dpl =
λ

d
(2.12)

where d is the elementary cube side length (also called as dipole size) and λ is the wavelength of

incident light in the medium hosting the scatterer (water in our study). If the electric field at the

site of ith dipole is ®Ei, then the polarization vector ®Pi quantifying the oscillating dipole moment

distribution is given by [19]:

®Pi = αi ®Ei
(2.13)

where αi is the complex dipole polarizability determined from the input data of RI distribution for

the scatterer. Purcell and Pennypacker used the Clausius-Mossotti polarizabilities [19]:

αCM
i = Vd

3
4π

εi − 1
εi + 2 (2.14)

where Vd = d3 is the volume of a cubic dipole and εi is the dielectric constant at ®ri location.

However, this formula is exact for an infinte cubic volume in the limit kd → 0. Various radiative

correction to the Clausius-Mossotti polarizability have been suggested [20].

Each dipole moment produces an electric field at the location ®ri that can be obtained as the

difference between the local incident field and the field due to the other (N − 1) dipoles [20]:

®Ei = ®Einc,i −
∑
j,i

®Ai j ®Pj

(2.15)

where ®Ai j ®Pj is the electric field at ®ri that is due to dipole ®Pj at location ®r j , including retardation

effects. The 3 × 3 matrix ®Ai j can be written as [20]:
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®Ai j =
exp(ikri j)

ri j
×

k2(r̂i j r̂i j − I3) +
ikri j − 1

r2
i j

(3r̂i j r̂i j − I3)

 , i , j
(2.16)

where ®ri j is a displacement vector pointing from ®r j to ®ri, ®ri j = |®ri − ®r j |, r̂i j = (ri − r j)/ri j , and I3 is

3×3 unit matrix. By defining ®Aii = α
−1
i , the scattering problem reduces to finding the polarizations

®Pj that satisfy a system of 3N complex linear equations [20]:

®Einc,i =

N∑
i=1

®Ai j ®Pj
(2.17)

Once equation 2.17 has been solved for the unknown polarizations ®Pj , the extinction and

absorption cross sections Cext and Cabs are determined directly [21]:

Cabs =
4πk

Re(min)

∑
Im( ®Pi ®E∗inc,i)

(2.18)

Cext =
4πk

Re(min)

∑ [
Im( ®Pi ®E∗inc,i) − (2/3)k

3 | ®Pi |
2
]

(2.19)

where min is the RI of the incoming (host) medium. The absorption cross section Cabs represents

the area of the energy absorbed by the particle, and the extinction cross section Cext corresponds to

the energy removed from the original beam. By conservation of energy, the scattering cross section

Csca is [9]:

Csca = Cext − Cabs
(2.20)

In this study, we used the open source, parallel computing Amsterdam Discrete Dipole Ap-

12



proximation (ADDA) implementation of DDA method for all light scattering simulation of small

size spherical particles and biological cells. The ADDA is developed in C language by Yurkin and

Hoekstra. it is highly portable and It provides direct control over scattering geometry, orientation

and incident beam. Compare to other DDA codes, the ADDA has many advantages such as the

ability to simulate heterogeneous particles, flexibility regards different scatterer geometry, ability

to run on multiple processors in parallel and ease of use with well written documentations and

publications [22].

2.3 Cell modeling and light scattering simulations

Hence, biological cells are microscopic and optically heterogeneous particles that composed

of different intracellular organelles such as nucleus, mitochondria, and lysosomes embedded in

cytoplasm and surrounded by cytoplasm membrane. These organelles scatter light wavefields due

to their RI heterogeneity with complex angular distributions resulted from the highly non-spherical

shapes inside the cells. The complex patterns of scattered light is a consequence of interference

among the coherent light wavefields at the plane of an image sensor by different intracellular

organelles. The distribution pattern of the scattered light from biological cells contains a lot of

information regarding the cell internal structure and its optical properties, but there are no simple

relations can derived on the relationship between the individual speckles and particular component

of the cell [16, 23].

Several cells models have been reported to investigate the RI of intracellular organelles and

to understand RI distribution within each organelle. These models were improved over the years

by comparing to experimental measurement results. Early models treated biological cells as

homogeneous or concentric spheres, and these models showed that the side scatter is mainly

influenced by the complexity of the cell’s internal structure, while the forward scatter is more

affected by the size of the cell [24, 25]. Improved models treat cells as spheres or ellipsoids

containing off-center and smaller spheres and ellipsoids to quantify light-cell interaction and
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understand light scattering by cells. Additionally, a multilayer model of cell containing nucleus

and mitochondria has been proposed [26–29].

More recent light scattering studies have used cell models with higher level of complexity.

Yurkin et al. have modeled the red blood cells as a biconcave disks to investigate the effect of

changes in cell orientation related to the direction of the light incident upon, volume and diameter.

They showed a good agreement between the theoretical and experimental analysis [30]. Brock

et al. used more realistic technique to construct cell models composed of a cell membrane and

nucleus using confocal microscope images acquired from B-cells. Results showed how the details

of cell structure affect light scattering properties [10]. Zhang et al. established a realistic optical

cell models based on fluorescence confocal imaging of major organelles to generate virtual cells

for accurate diffraction image simulation. They showed that the simulated images and extracted

parameters can be used to distinguish virtual cells of different nuclear volumes and refractive

indices against the orientation variation [28]. Wang et al. used four improved optical cell model

to evaluate the effects of internal cell structure and the refractive index distribution of two prostate

cell types on simulated diffraction images [31].

The effects of the RI heterogeneity in biological cells have also been examined against experi-

mental results. Some angular depend light scattering studies used the azimuthal angular distribution

of the coherent scattered light intensity as a method to profile 3D RI distribution. Such studies

offered limited information regarding the cell size and the internal structure of the cell [15, 32–34].

While other studies used interferogram based imaging method to determine RI distribution inside

the cell through phase extractions followed by tomographic reconstruction of cell morphology.

The tomographic reconstruction depends on computationally expensive filtered back projection

algorithm [35, 36].

Since morphological changes in cells affect how light scatters from the cells, accurate modeling

of biological cells is important for light scattering simulations. In this dissertation research we

used a method developed by Biomedical Laser Laboratory (BLL) to create a realistic 3D model of

biological cells for accurate and practical light scattering simulations. The proposed model in this
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study is based on the structural information of major organelles extracted from stacks of confocal

microscopy images of PPE cells. These images contain the 3D distribution of light intensity

of fluorescent dye molecules stained to nucleus, mitochondria and cytoplasm. Then, the model

convert the fluorescent light intensity to RI. In addition to that we normally distribute small artificial

Gaussian spheres inside the cell cytoplasm to simulate the role of lysosomes in light scattering.

2.4 Flow cytometry

Flow cytometry (FCM) is an advanced method of rapid single cell assay by measuring and

analyzing the scattering and fluorescence signals of stained cells or particles, such as intracellular

organelles and microorganisms. It is a widely used technique in life science research and clinical

applications for investigating cell functions and cancer diagnostics. The FCM method has been

developed into an effective multipurpose technique over the last 70 years. The first automatic single

cell measurement was done on a red blood cells counting in the 1950’s by Wallace H. Coulter

[37]. Following the development of fluorescence-based cytometers during the 1960’s and 1970’s,

many types of fluorescent stains were discovered in the late 1980’s and became commercially

available during 1990’s. These stains increased significantly the capability of FCM to measure

more functional parameters of cells. To date, the flow cytometer becomes the tool of choice for

rapid assay of single cells with the power of detecting multiple parameters simultaneously such

as size, granularity by the light scatter signals and various molecular information by fluorescent

signals from the cells. These parameters are used to analyze and differentiate many types of cells

[38].

Light scattering and fluorescence emission are the primary means of cell probing for conven-

tional FCM [39]. The main components of conventional flow cytometers consist of fluidics system,

light source, optical system, light detectors and data analysis system as shown in Figure 2.2.
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Figure 2.2 Schematic diagram of a conventional FCM. The conventional
FCM system was used to obtain a statistical histogram measurements for
biological cells based on the scattering light and fluorescence stains.

The fluidic unit is responsible for directing suspended cells in single file through the focus

of an incident laser beam placed at the center of the flow chamber and controlling the speed of

cells carried by the core fluid. The optical unit is used to focus one or multiple laser beams into

the flow chamber for excitation of cells as they flow through the chamber while detectors such as

photodiodes or photomultiplier tubes convert the scattered light or fluorescent light into electronic

signal to be acquired with multichannel analyzer. The data analysis unit in a host computer acquires

these signals for subsequent analysis using histograms and/or scatter plots for cell classification

[39, 40]. One can roughly estimate that the forward scattered light (FS) intensity is approximately

proportional to the volume of ameasured cell while the side scattered light (SS) intensity depends on

the gradient of RI within the cell and thus relate to its morphological properties. The fluorescence

light intensities at varying wavelengths are derived from various fluorescent stains that bind to a

specific cell components or molecules after exciting by laser light.

In order to perform single cell analysis with morphological information, a new type of flow
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cytometer was commercially introduced over the last decade merging the power of traditional

FCM design with fluorescence microscopy. This type of hybrid instrument called Imaging Flow

Cytometry or sometimes called Multispectral Imaging Flow Cytometry. Figure 2.3 shows a simple

schematic draw for the imaging flow cytometer system. The system can be used to track the moving

cells and acquire multiple images of each cell in different modes such as the forward and side

scatter images, along with several fluorescence images of different fluorescence spectral bands that

label different cell’s components. A powerful analytic software developed and integrated with the

imaging flow cytometry to handle the massive amount of images data [41]. It should be noted

that this method of imaging flow cytometry acquires mainly the non-coherent light of fluorescence

which exhibit no diffraction patterns. In the case of imaging scattered light, it takes no advantage

of the image analysis of diffraction patterns for its use of imaging unit at conjugate locations and

resulted poor image contrast.

Figure 2.3 Simple 2-D representation diagram of Imaging flow cytometer
(IFC). The IFC systemwas used to obtain a different spectral imagingmea-
surements for biological cells based on the scattering light and fluorescence
stains.
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Over the past decade, the research group BLL at East Carolina University has developed a

method of polarization diffraction imaging flow cytometry (p-DIFC) to acquire a cross-polarized

image pair of the coherent light scattered by single cells as high-contrast images excited by a

linearly polarized laser beam [42–44]. The p-DIFC method can simultaneously acquire the two

cross-polarized diffraction images (p-DI) using two charge coupled device (CCD) cameras or one

time-delay-integrated (TDI) camera from each cell at a non-conjugate location by an objective-based

imaging unit, which enables for the first time extraction of cell information from the diffraction

patterns for detailed cell or particle analysis. The use of TDI camera allows a p-DIFC system to

acquire p-DI data at a much higher speed and less blurring by synchronizing the motion of pixel

rows in the TDI camera with the flowing cells.

2.5 Evaluation of effusion cells

In the human body, serosa is a thin layer of mesothelial cells lining the inside of the pleural, and

peritoneal cavities. It covers the lung parenchyma, the mediastinum and the diaphragm. A small

amount of lubrication fluid called pleural and peritoneal fluid fills the pleural and peritoneal spaces,

and allows the moving organs such as lungs, and gastrointestinal organs inside the cavities to slide

during their movement. The accumulation of excess fluid inside these cavities due to illness leads

to pleural or peritoneal effusions. Clinically, the pleural and peritoneal effusions can be classified

into two types, the transudative effusions and the exudative effusions. The transudative effusions

result from an imbalance of hydrostatic and oncotic pressures associated with congestive heart

failure. In comparison, the exudative effusions are caused by injury to the mesothelium which

usually occurs with malignancy 44% –77%, infections, or organs leakage [3, 45, 46]. The presence

of the malignant cells in the effusion fluid define the malignant effusion (ME) and usually reflects

advanced malignancy stages, which is a result of the failure in the protection mechanisms of the

pleura and the abnormal mesothelial function [2]. The annual estimated incidence of developing

ME in the United States is between 150,000 and 175,000 cases , and in the United Kingdom is
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40,000 case [47]. The most common types of malignancies that developing ME are lung cancer,

breast cancer, lymphoma, genitourinary, and gastrointestinal carcinomas respectively. The lung

and breast are developing ME with about 50% to 65% out of all ME [3, 4].

Sampling of effusion fluid through thoracocentesis allows for further analysis that may help to

establish the origin of malignant effusion [2, 48]. In fact, The primary purpose of cytopathologic

diagnoses on specimens of effusion fluid is to determine whether or not malignant cells are present.

If they are indeed present, then cytologists determine the cancer cell type and tissue or organ of

origin. The preparation of effusion cell slides and subsequent diagnosis are very time consuming

and depend critically on the level of training and expertise of the pathologists or cytologists. For

example, accurate diagnosis requires high quality of preservation and cellular display of the cell

slides and the nature of the disease involving the pleural membranes also play a role in the final

outcomes [49].

Normal or benign effusions contain mainly three different cell types in varying portions of

mesothelial cells, macrophages, and lymphocytes in addition to red and other white blood cells,

which are present due to bleeding during the specimen collection processes as common contam-

inants [45, 49]. Under a microscope, mesothelial cells appear to have round shapes with round

shaped nuclei and single nucleoli [50]. Binucleation or multinucleation are infrequent features of

normal mesothelial cells. These cells are often dispersed as single cells or aggregate in small groups

of cells. Other characteristic features of mesothelial cells are the peripheral lucent zone, the dense

perinuclear zone, the occasional binucleation, and the slit-like clear separation between adjacent

cells. Unlike mesothelial cells, macrophages cells have small folded nuclei and vacuolated cyto-

plasm [45]. On the other hand, malignant effusions are mostly identified from patients of cancers

with a high tendency to metastasize into the pleural and peritoneal cavities such as lung cancers,

breast cancers, ovarian cancers, gastrointestinal cancer, hematological cancers, and genitourinary

cancers [3, 48, 51]. In this study, we focus our effort on profiling of cells in effusion samples taken

from patients with lung and ovarian cancers because these two cancer types are the most common

among the patients going through cytology exams.
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The lung cancers are classified into two types of non-small cell lung cancer (NSCLC) and the

small cell lung cancer (SCLC). In contrast to SCLC patients who rarely have abnormal pleural

effusions, NSCLC patients are likely to develop pleural effusions [52]. The NSCLC cases mainly

consist of adenocarcinoma and its sub-type bronchioloalveolar carcinoma, and squamous cell

carcinoma. Adenocarcinoma starts from the lung epithelial cells and develops pleural effusions,

and bronchioloalveolar carcinoma begins in the cells that producemucus. Squamous cell carcinoma

can be found in the cells that line the airways. Other than these types above is large cell carcinoma

[49, 53]. However, the American Joint Commission on Cancer (AJCC) approved a staging system

to stage the lung cancer spread in the human body [54]. This system named TNM staging system.

In which T, N, M stages represent the size of the tumor, the level of spread within the lymph nodes,

and the distance metastatic spread of the tumor cells respectively. The staging process depends on

the imaging modalities such as MRI, CT, and PET for identifying lesion site and size[48, 55].

On the other hand, epithelial carcinoma makes up 85% to 90% of the ovarian cancers. The

ovarian cancer is divided into four stages based on the tumor cells availability location. The first

three stages representing the cancer being limited by the ovaries, by the pelvis and by the peritoneal

cavity, respectively. Stage four is more than that i.e. finding the cancer cells in the pleural cavity

and in other parts of the body [56].
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Chapter 3 Confocal Imaging and Cytology Study

In this chapter, we present a quantitative study of the 3D morphology of 449 cells extracted

from fresh human PPE samples. The confocal microscopy method has been employed for acquiring

image stacks from single cells with double fluorescent staining. Cell reconstruction has been carried

out to obtain 27 morphological parameters for quantitative analysis of cell’s 3D structures, which

provides essential input data for development of realistic optical cell models in simulation of

diffraction imaging process. A clustering algorithm has been developed to analyze the distribution

of the 449 effusion cells in the high dimensional space of 3D morphological parameters for study

their correlations to the pattern features of diffraction images.

3.1 Cell preparation and image acquisition

We performed a quantitative study of the 3D morphology of live cells extracted from fresh PPE

samples. These samples were obtained from patients scheduled for cytology diagnosis. Among a

typical patient population undergoing PPE diagnosis, about 20% to 30% of them received positive

results for cancer diagnosis [57]. The PPE samples received for this study were small portions of

patient samples which otherwise would be disposed. The PPE samples were obtained from the

Department of Pathology at the Brody School of Medicine under an ECU-IRB approved protocol

for optical study of human tissues.

A PPE sample received for this study was centrifuged twice at 1500 RPM (27◦C) for 5 minutes

to extract and re-suspend the cells. After the first centrifuge, the supernatant was discarded, and

the sediment cells were re-suspended in 10 mL of red blood cell (RBC) lysis buffer to remove the



RBCs. The cell suspension was shaken at room temperature for 10 minutes followed by another

centrifuge using the same set of parameters (1500 RPM at 27◦C for 5 minutes) to re-suspend the

cells in culture medium buffer (Phosphate buffer saline (PBS) pH7.4 and 1% of Bovine serum

albumin (BSA)). The suspended cells were counted by taking 15 µL of the prepared cell suspension

and adding 15 µL of Trypan blue. The mixed solution was placed into a hemocytometer for cell

counting to determine the total cell number and the concentration of the prepared cell suspension.

Then, the sample was divided into two parts of equal volume ratio. One part of cell sample was

transported on ice for p-DIFC measurements in BLL in the Howell Science Complex building, and

the other one was prepared for the confocal microscopy imaging in Brody School of Medicine. The

protocols of the cells preparation and counting can be found in Appendix A and B.

The confocal imaging of PPE cells was performed using a laser scanning confocal microscope

(LSCM) (LSM510, Zeiss) after adjusting the cells suspension volume and double staining. Two

fluorescent reagents were used for staining nuclei by Syto-61 and mitochondria by MitoTracker-

orange (S11343, and M7510, Life Technologies). For proper staining, the prepared cells need to be

incubated for 40 minutes at 37 ◦C with 5% CO2 followed by one washing by culture medium (PBS

with 1%BSA) and re-suspension in culturemedia. The protocol of the fluorescence staining process

is provided in Appendix C. At that point, an aliquot of 150 µL of cells suspension will be placed

between a dipped and cover glass slides and loaded to the microscope for imaging. Two different

laser beams of wavelength 0.633 µm and 0.543 µm were used to excite the fluorescent molecules

of Syto-61 and MitoTracker Orange inside the cell organelles. The laser beams are focused inside

randomly selected cells by the oil immersed objective lens of 40x or 100x magnification, which

is also used to collect the fluorescent light emitted from the reagent molecules. The laser beams

are scanned by two mirrors before the objective with their overlapping focal spots moved over the

horizontal (x, y) plane. The collected fluorescent light signals at each scanned point are spatially

filtered by a pinhole, which prevents fluorescent light coming out of the regions outside of the focal

spots to be detected by the photomultiplier tube (PMT) placed after the pinhole. The light signals

emitted by the different fluorescent reagents were recorded by different channels of wavelength
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filter and PMT and were stored in different color channels in the output color image file at a specific

depth or z-axis position. An image slice such as Figure 3.1 is composed of two channels: the

red channel for the fluorescence light intensity mainly from nucleus; the green channel for the

fluorescence mainly from mitochondria and fluorescence from cytoplasm contributing to both.

Figure 3.1 Confocal image slices of four different PPE cells double stained
with Syto-61 for nucleus and MitoTracker-orange for mitochondria. Nu-
cleus and cytoplasm stained and imaged in the red channel (a), mito-
chondria and cytoplasm stained in the green channel (b), and the com-
bination of both channels (c). The cells values of cell volume in µm3,
nucleus-to-cell volume ratio, and mitochondria-to-cell volume ratio are:
(1) 388.8, 30.9%, 3.5% (2) 955.2, 19.1%, 4.8% (3) 1956.3, 12.5%, 7.1%
(4) 3782.2, 18.5%, 8.8%. Bars=5µm

An image stack of multiple image slices can be acquired by translating the imaged cell sample

over a sequence of z-axis positions with a stepsize of ∆z. Each image stack consists of about 20 to

80 slices with 12-bit pixel depth and the frame size of 512 × 512 pixel. The z-axis translation step

size in air ∆z is typically 0.49µm as shown in Figure 3.2. We note that the pixel size in each image

slice is about 0.07µm and thus much smaller than the stepsize of z-axis translation.

3.2 Reconstruction and 3D parameter calculation

The confocal image processing includes steps of image segmentation, 3D reconstruction, and

morphological parameter extractions. A dedicated code of CIMA (Cell Image and Morphology
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Figure 3.2 Confocal image stack acquired from a PPE cell and marked by
the slice index at the upper left corner. Bars= 5µm.

Analysis) has been developed in-house on the platform of Matlab (2013a, Mathworks) [58, 59].

An image stack is first imported into the software which then segments each image slice into

the two color channels to produce intensity histogram and obtained appropriate thresholds for

segmentation. With these thresholds, the pixels in each slice are separated into four types of

extracellular (or background), cytoplasmic, nuclear and mitochondrial pixels. The pixels at the

boundaries of cytoplasm and nucleus are also identified as respective membrane pixels.

To make voxels of 3D reconstruction close to cubic, multiple slices need to be interpolated

between the segmented raw image slices. For this purpose, a correction factor to the stepsize of

z-axis translation was first determined by the reconstruction of a latex microsphere to compensate

for the effect of light refraction on z-axis stepsize [10]. Using the corrected z-axis stepsize the

number of interpolated slices was obtained. The types of each pixel in an interpolated slice

was determined according to the types of the corresponding pixels in and distances to the raw

slices neighboring the interpolated slice. After obtaining the 3D reconstruction of the imaged

cell, the CIMA software quantitatively analyzes the 3D structures and calculate 27 morphological
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parameters of the cytoplasm, nucleus, and mitochondria. The output data files of CIMA provides

the essential data for our clustering analysis of cell distribution in the space of morphological space,

development of realistic cell models and study of the cell morphology correlation with the p-DIFC

data.

Figure 3.3 Graphical user interface of the 3D reconstruction software
(CIMA) showing red channel sorting for the nucleus and cytoplasm.

To process the cell images with the CIMA software, firstly we use Zeiss laser scan microscope

(LSM) image browser to open the LSM image format and save it as 12-bit tiff image format because

CIMA software is only compatible with tiff image stacks format. The software reads the tiff image

stacks according to the input files’ path, the total image slice number, the ∆z step size, and the

pixel size of the image. We outline the region of interest manually to select the pixels for the cell

and mask all the other pixels. The system will start sorting the images and calculate the threshold

values. A histogram analysis of pixels intensities will be performed for segmentation in both of

the red and green channels, and the first minimum value after the first peak will be chosen as

the threshold of the cell membrane and extracellular pixels. Meanwhile, the pixel intensity of the

second peak will be picked as the threshold of the intracellular, nucleus and mitochondria pixels
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respectively. After the histogram analysis was done for each of the two channels, slices in each

channel were then processed separately for segmentation of different organelles before they are

recombined to output the final 3D structure files.

Sobel operation is performed based on derivative of the spatial gradient for edge detection on

all cleaned slices stack, and the threshold of derivatives are selected to generate a binary stack for

the segmented cytoplasm and nucleus from the background. Opening and closing fill-point gap

operations are implemented to remove the unacceptable pixels and smooth out the cell membranes’

border lines. We check the result of the nucleus after sorting. If the size of the nucleus is too large

or the generated shape of nucleus does not match the original shape, the threshold we used is too

small. Therefore, it is necessary to resort the nucleus image pixels by modifying the threshold.

After sorting the nucleus, the green channel the cytoplasm membrane was first detected to form a

binary stack. The two cytoplasm stacks from both channels were compared, and the one with the

more prominent area in each slice was selected as the final output. For accurate segmentation of

mitochondria, other algorithms had to be employed due to their much smaller sizes, which include

adaptivemedian filteringwith auto-adjustedwindow size for smoothing andwatershed algorithms to

increase the accuracy in separating different mitochondria clusters within aggregated mitochondria

pixels. Next, we check the result for the mitochondria sorting to determine if a resorting is required.

If we are satisfied with the result, the system will do the final step of shape-based interpolation for

the cell, the cytoplasm, the nucleus, and the mitochondria accordingly.

Additional slices are interpolated between the neighboring slices to obtain an array of nearly

cubic voxels. Since the refraction of the fluorescence light at various interfaces from the emitting

molecules to the microscope objective, the spatial distance between neighboring slides given by

the sample translation stepsize needs to be corrected by factor f = 0.862 [10]. After the 3D

reconstruction, we quantitatively analyze the whole cell structures and obtain 27 morphological

parameters of the cytoplasm, the nucleus and the mitochondria, which provide essential cell

morphology features. The definitions of these parameters are in Appendix D. The results of the

confocal imaging and 3D reconstruction were used to compare the morphological parameters of
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different cell types for cell clustering study quantitatively. Also, the fluorescent light intensity

distribution in the confocal imaging served as baseline data to develop a more realistic optical cell

model and gain insight into cell morphological differences through the simulated light diffraction

patterns.

3.3 Results of 3D morphology measurement

We performed multiple confocal imaging measurements on PPE cells samples followed by

image segmentation, 3D reconstruction, and morphological parameters extraction. The extracted

parameters were used for quantitative investigation of cells classification via clustering technique.

While, the 3D reconstructed images of the cells will be recalled to develop realistic optical cell

models for p-DI simulation.

Table 3.1 Pathological information of PPE cells samples.

Patient ID a Sample Date b Type of
Effusion Status Diagnosis Primary

Location
No. of

Imaged Cells
P1 Jul.07,17 Pleural Malignant Adenocarcinoma Lung 17
P2 Jul.07,17 Pleural Malignant Adenocarcinoma 37
P3 Jul.13,17 Pleural Malignant Ovarian serous carcinoma Ovaries 32
P4 Jan.08,18 Peritoneal Malignant Ovarian carcinoma Ovaries 58
P5 Jan.24,18 Pleural Malignant Adenocarcinoma Lung 48
P6 Feb.26,18 Pleural Benign Benign 21
P7 Mar.02,18 Pleural Benign Benign 41
P8 Apr.20,18 Pleural Malignant NSC Lung cancer Lung 52
P9 Jun.26,18 Pleural 24
P10 Jun.29,18 Peritoneal Malignant 46
P11 Jul.19,18 Pleural Benign Benign 42
P12 Aug.10,18 Pleural Benign Benign 32

Total 499
a Fresh PPE fluid samples from twelve different patients diagnosed with abnormal PPE fluid accumulation and identified by P1, P2, .... ,P12
b PPE sample collection date is the same date of cells extraction and imaging.

A total of 449 confocal imaged cells, used in our study, were extracted from twelve PPE

cell samples for twelve different patients diagnosed with abnormal pleural and peritoneal fluid

accumulation. Table 3.1 summarize the pathological information of the studied cells samples with

the total number of confocal imaged cells from each sample. In this study, we identify the cell
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samples of those patients by patient’s ID.

All cellswere imagedwith the confocalmicroscope and their 3Dmorphologywere reconstructed

from the acquired image stack data with the software described before. The 27 parameters were

calculated to characterize 3Dmorphology of the 449 imaged PPE cells. Table 3.2 provides themean

and standard deviation (STD) values for the morphology parameters of pooled data. It can be seen

from these data that the spreads of parameter values are very large with the STD values comparable

or even exceeding themean values that include cell volume, nuclear volume, mitochondrial volumes

and their ratios. This indicates well dispersed distributions of cell and intracellular organelle sizes

among the PPE cells. The only exception is the cell and nuclear volume sphericity indices VSic

and VSin. Note that by definition VSi is given by the volume ratio of spherical volume calculated

by the equivalent radius E R, to actual volume V and thus a value of 1 for VSi represents perfect

spherical shape. Taken together, one can see that these PPE cells, large or small, tend to have

similar nonspherical shape, which could be attributed to their ability to remain as suspension cells.
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Table 3.2 Morphological parameters of PPE cells

Parameter Symbol Units Mean ± STD
n=(449)a

Cell grid perimeter GPc µm 4110 ± 2596
Cell surface area Sc µm2 539.7 ± 377.8
Cell volume Vc µm3 669.7 ± 649.0
Surface to volume ratio of cell SVrc µm−1 0.970 ± 0.220
Index of surface irregularity of cell SIic µm−1/2 167.0 ± 50.68
Cell equivalent spherical radius ERc µm 5.023 ± 1.421
Cell volume sphericity index VSic 0.660 ± 0.066
Average distance from centroid to cell membrane voxels < Rc > µm 5.068 ± 1.552
Standard deviation of < Rc > ∆Rc µm 0.421 ± 0.350
Nuclear grid perimeter GPn µm 1905 ± 1040
Nuclear surface area Sn µm2 244.6 ± 136.3
Nuclear volume Vn µm3 185.4 ± 145.9
Nuclear surface to volume ratio SVrn µm−1 1.482 ± 0.331
Index of surface irregularity of nucleus SIin µm−1/2 144.8 ± 44.95
Nuclear equivalent spherical radius ERn µm 3.377 ± 0.722
Nuclear volume sphericity index VSin 0.632 ± 0.076
Average distance from centroid to nuclear membrane voxels < Rn > µm 3.456 ± 0.778
Standard deviation of < Rn > ∆Rn µm 0.481 ± 0.273
Mitochondrial grid perimeter GPm µm 1402 ± 1657
Mitochondrial surface area Sm µm2 190.1 ± 245.4
Mitochondrial volume Vm µm3 37.00 ± 71.86
Surface to volume ratio of mitochondria SVrm µm−1 8.242 ± 2.941
Index of surface irregularity of mitochondria SIim µm−1/2 242.9 ± 131.1
Mitochondrial equivalent spherical radius ERm µm 0.423 ± 0.190
Distance between the centroids of nucleus and cell CDm µm 0.880 ± 0.848
Volume ratio of nucleus to cell Vrnc 0.362 ± 0.168
Volume ratio of mitochondrion to cell Vrmc 0.039 ± 0.032

a n= number of imaged cells.

While the mean and STD values in Table 3.2 provide an overview of the PPE morphology,

they cannot provide information on how these parameters relate to each other. For this purpose,

scatter plots of the 27 parameters can yield much detailed descriptions with different combinations

of two parameters. Six scatter plots of the imaged PPE cells with different pairs of morphology

parameters are presented in Figure 3.4 as examples to compare their distributions. Despite their

dispersed distributions, the symbols representing the cells show significant overlap in all of the

scatter plots. A more detailed reading of the parameter distributions for PPE demonstrates some

interesting observations on the significance of 3D quantification. The PPE cells with small volume
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appear to have a less spread in their values of cellular, nuclear, andmitochondrial volume parameters

(Figure 3.4 (a) and (b)) than the cells of relatively bigger volume. While, the distribution of the

cells in the parameters of volume ratios (Figure 3.4 (c)) shows a more spread in the range of nuclear

to cell volume ratio values than the range of the mitochondrion to cell volume ratio values, which

also be noted from the standard deviation of these parameters. Since the cell equivalent radius E Rc

and the index of surface irregularity SIic are proportional to the numbers cell volume voxels, they

distribute roughly along three lines representing their clustering mainly dependence on cell volume

Vc more than nuclear and mitochondrial volume for majority of the PPE cells (Figure 3.4 (d), (e),

and (f)).

Figure 3.4 The scatter plots of PPE cells with 6 combinations of 3D
parameters: (a) Vc vs Vn; (b) Vc vs Vn; (c) Vrmc vs Vrnc; (d) SIic vs E Rc;
(e) SIin vs E Rn; (e) SIim vs E Rm.
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Therefore, these scatter plots by the 3D parameters are difficult to be used for finding boundary

lines in the parameter space to distinguish different types of cells of the effusion samples. To

achieve the goal of cells classification, it is imperative to adopt a machine learning algorithm which

can be used to objectively and effectively to identify the distribution patterns of cells types. In

this study, we employed an unsupervised algorithm of the Gaussian Mixture Model (GMM) for

automated cell classification in the 3D parameter space of cell morphology.

3.4 GMM and clustering analysis

GMM is one of the soft unsupervised machine learning algorithms that has been used widely

for data mining research such as separating input data into k clusters in high multidimensional

parameter space with mixed parameter values [60]. In general, the GMM divides a given col-

lection of samples represented by the input data into k classes by assigning a weighted sum of

Gaussian probability density functions (PDF) with model parameters iteratively updated using the

Expectation-Maximization (EMax) iteration method [61]. The optimized GMMmodel parameters

that fit the distribution of the input data best will be obtained through the Maximum-Likelihood

Parameter Estimation method (MLPE). MLPE parameter estimates can be calculated iteratively

with the EMax algorithm starting with an initial set of GMM parameters, which stops as the model

parameter values become stabilized [62, 63]. More explained details of the GMM algorithm found

in Appendix E.

TheGMMclustering outcomes are very sensitive to the initial fitting parameters (values ofmean

and covariance matrix elements) that are usually obtained from random numbers for each assigned

cluster [64]. As a result, the outcomes of GMM clustering fluctuated. To avoid such problem,

another algorithm needs to be introduced to produce an initial set of parameters for obtaining stable

GMM clustering outcomes [65]. In this study, the hierarchical clustering (HC) has been tested and

chosen to output clustering results and used to start the GMM clustering as the initial values of

mean and variance for each of k clusters [66, 67]. The HC method starts by assigning each 3D
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morphology parameter vector associated with an imaged cell to its own cluster with a total number

of clusters equals to the total number of data points available. Then HC measures the distance

between each pair of points in the dataset and calculate the similarity between them. The algorithm

finds the minimum distance between the nearest pair of clusters (data points) and merge them into a

new single cluster. After each cluster merging, the algorithm compute the distance from the average

distance of merged cluster to all other clusters and combine the nearest two iteratively into a larger

cluster. This process will stop after the total number of survival cluster reaches k as the assigned

number of clusters [68]. To take advantage of both algorithms, we developed an unsupervised

machine learning code based on a combination of HC method and GMMmethod to investigate cell

classification not only in 3D morphological parameters space but also in GLCM parameter space

as shown in the next chapters. In this chapter, we present the GMM based PPE cell classification

results using the morphology parameters. The results of PPE cell classification by the GMM based

algorithm will be presented in next chapter.

3.4.1 Confocal imaging cluster analysis

All 3D morphological parameters extracted from the reconstructed cells using CIMA are

imported to another in-house developed Matlab code for HC and GMM calculations. The imported

data is in the form of a 449 × 27 matrix. The rows (449) correspond to the cell sequence, and the

columns (27) correspond to the 3D parameter sequence. A Matlab integrated function "fitgmdst"

is used to fit Gaussian mixture distribution to the input data for clustering PPE cells data in 3D

parameters space. A clustering task is specified by arguments with pairs of name and value to

control the iteration process and achieve stable clustering results. These modeling arguments

include the number of mixture components, i.e., assigned number of clusters k, the regularization

parameter value, and the EMax algorithm iteration number [69].

As discussed before, The "fitgmdist" function for implementing the EMax algorithm is sensitive

to initial values of the mean and elements of the diagonal covariance matrix, and uniform mixing

proportion of 3D parameters for the desired Gaussian clusters. By setting the initial parameter
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values with random numbers, the GMM algorithm usually end with unstable clustering results.

Table 3.3 shows three examples of GMM clustering runs performed on all 3D morphological

parameters extracted from the total number of PPE cells separating the data into two clusters

denoted as C1 and C2. To avoid fluctuation, the HC algorithm was applied before the GMM

clustering to establish the initial parameters.

Table 3.3 Three examples of GMM clustering with a random start for PPE cells samples.

GMM run C1 C2
1st 265 184
2nd 241 208
3rd 293 156

3.4.2 Number of clusters

The major problem with any clustering technique is to determine the appropriate number of

clusters that best describe the distribution of the input data. The HC and GMM algorithms do not

automatically determine the number of clusters. For that reason, clustering algorithms need to be

run with assigned values of clusters number k, and the best value for k needs to be determined

based on predefined criterion [70]. In this study, we employ the Akaike information criterion (AIC)

and the Bayes information criterion (BIC) as statistical estimators to evaluate the optimum number

k of clusters in our classification study [71, 72]. Both of these criteria represent a balance between

maximizing the degree of fit of the data point to a cluster model and minimizing number of clusters

[73].

AIC and BIC are used to find optimized k value by comparing and identifying their minimum

values among possible k values. After iterations with the GMM algorithm, the log-likelihood

function stabilizes at the maximum value and yields the best model for fitting the input data. The

AIC and BIC parameters are defined by [74]:
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AIC(k) = −2 log (ML) + 2D,

BIC(k) = −2 log (ML) + D log (N),
(3.1)

where ML is the maximum of the likelihood function, D is the number of morphology parameters

in the model, and N is the number of data points, i.e., sample size. In comparison to the AIC that

better suited with models of fewer N than D, the BIC is more appropriate for real-world situations

like our study with D much less than N. [74][75].

3.5 Clustering results

We applied HC and GMM clustering technique in high dimensional space to separate all the

imaged cells in PPE samples into meaningful groups according to their 3Dmorphology parameters.

We set the software to divide the data into 1, 2, 3, 4, and 5 clusters in the space of 27 morphological

parameters. In each step, the AIC and BIC values are calculated with cluster number incremented

from 1 to 5. The calculated indices of AIC and BIC are plotted separately against the trial values

of cluster number k for comparison purposes in Figure 3.5. The figure shows that the lowest value

for the BIC parameter is achieved at k=3, while the AIC starts level off at the same point, i.e., the

PPE cells should be separated into k=3 groups based on the 27 morphological parameters. In the

following analysis the 3 clusters are named as C1, C2 and C3 which are mainly characterized by

their differences in cell volume with C1 includes the cells of smallest volumes while C3 consists

of cells of largest volumes.
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Figure 3.5 AIC and BIC vs. different number of clusters.

Table 3.4, and Table 3.5 present the values of the mean and the standard deviation of 27

morphology parameters with the p-values to examine the statistical significance on the parameter

difference among the three cell clusters. Themost statistically significant morphological differences

are related to cell grid perimeter, cell volume, cell equivalent spherical radius and the average

distance of cell membrane voxel to the centroid. It is also clear that the mean volume of the cell,

nucleus, and mitochondria tend to have largest values for cells in C3 group and the smallest values

for C1 cells, while the cells in the C2 group have the medium values. The results are consistent

with our visual examination of the fluorescent images stacks.
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Table 3.4 Morphological parameters of partition PPE cells with GMM algorithm (k=3)

Mean ± STD a

Parameter b Symbol Units C1
n=(250) c

C2
n=(159) p-value d

Cell grid perimeter GPc µm 2463 ± 2466 5201 ± 1119 3.08 × 10−76

Cell surface area Sc µm2 313.8 ± 108.7 700.9 ± 203.0 1.98 × 10−57

Cell volume Vc µm3 301.7 ± 142.7 889.6 ± 396.4 2.18 × 10−42

Surface to volume ratio of cell SVrc µm−1 1.090 ± 0.140 0.850 ± 0.200 1.05 × 10−31

Index of surface irregularity of cell SIic µm−1/2 145.8 ± 33.29 183.2 ± 40.34 1.14 × 10−19

Cell equivalent spherical radius ERc µm 4.070 ± 0.610 5.840 ± 0.880 2.73 × 10−61

Cell volume sphericity index VSic 0.690 ± 0.050 0.630 ± 0.070 1.41 × 10−19

Average distance from centroid to cell membrane voxels < Rc > µm 4.040 ± 0.610 5.920 ± 0.860 1.46 × 10−67

Standard deviation of < Rc > ∆Rc µm 0.300 ± 0.160 0.540 ± 0.360 7.22 × 10−14

Nuclear grid perimeter GPn µm 1462 ± 456.7 2146 ± 789.5 1.83 × 10−19

Nuclear surface area Sn µm2 182.7 ± 52.21 284.1 ± 103.8 7.32 × 10−24

Nuclear volume Vn µm3 123.8 ± 53.04 223.1 ± 124.8 7.88 × 10−18

Nuclear surface to volume ratio VSrn µm−1 1.560 ± 0.290 1.420 ± 0.360 1.13 × 10−4

Index of surface irregularity of nucleus SIin µm−1/2 134.1 ± 33.98 149.9 ± 38.70 3.54 × 10−5

Nuclear equivalent spherical radius ERn µm 3.040 ± 0.400 3.640 ± 0.680 3.56 × 10−20

Nuclear volume sphericity index VSin 0.650 ± 0.070 0.610 ± 0.060 3.01 × 10−10

Average distance from centroid to nuclear membrane voxels < Rn > µm 3.060 ± 0.390 3.770 ± 0.670 6.73 × 10−26

Standard deviation of < Rn > ∆Rn µm 0.350 ± 0.160 0.600 ± 0.240 4.66 × 10−25

Mitochondrial grid perimeter GPm µm 492.9 ± 332.8 1935 ± 905.4 3.77 × 10−46

Mitochondrial surface area Sm µm2 64.49 ± 50.58 262.2 ± 137.5 7.90 × 10−41

Mitochondrial volume Vm µm3 8.930 ± 11.36 48.41 ± 42.38 4.78 × 10−23

Surface to volume ratio of mitochondria SVrm µm−1 9.210 ± 2.670 7.170 ± 2.650 3.62 × 10−13

Index of surface irregularity of mitochondria SIim µm−1/2 169.7 ± 68.09 306.6 ± 90.99 5.30 × 10−42

Mitochondrial equivalent spherical radius ERm µm 0.360 ± 0.120 0.480 ± 0.190 4.50 × 10−12

Distance between the centroids of nucleus and cell CDm µm 0.520 ± 0.450 1.130 ± 0.720 3.87 × 10−18

Volume ratio of nucleus to cell Vrnc 0.450 ± 0.150 0.260 ± 0.110 3.15 × 10−39

Volume ratio of mitochondrion to cell Vrmc 0.030 ± 0.020 0.050 ± 0.030 3.00 × 10−13

a STD = standard deviation.
b parameters in bold font present the most statistically significant difference between the two clusters.
c n = number of imaged cells clustered together.
d p-values were obtained by a two-sample t-test method. The parameters with p-values ≤ 0.05 are regarded as the
morphology features with statically significant differences between the two clusters off PPE cells.
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Table 3.5 Morphological parameters of partition PPE cells with GMM algorithm (k=3)

Mean ± STD a

Parameterb Symbol Units C2
n=(159) c

C3
n=(40) p-valued

Cell grid perimeter GPc µm 5201 ± 1119 10058 ± 3233 9.00 × 10−12

Cell surface area Sc µm2 700.9 ± 203.0 1311 ± 594.9 1.14 × 10−7

Cell volume Vc µm3 889.6 ± 396.4 2095 ± 960.62 1.09 × 10−9

Surface to volume ratio of cell SVrc µm−1 0.85 ± 0.20 0.66 ± 0.16 2.04 × 10−8

Index of surface irregularity of cell SIic µm−1/2 183.2 ± 40.34 235.5 ± 84.04 4.07 × 10−4

Cell equivalent spherical radius ERc µm 5.840 ± 0.880 7.740 ± 1.270 6.56 × 10−12

Cell volume sphericity index VSic 0.630 ± 0.070 0.610 ± 0.060 3.29 × 10−1

Average distance from centroid to cell membrane voxels < Rc > µm 5.920 ± 0.860 8.070 ± 1.820 4.93 × 10−9

Standard deviation of < Rc > ∆Rc µm 0.540 ± 0.360 0.720 ± 0.670 1.16 × 10−1

Nuclear grid perimeter GPn µm 2146 ± 789.5 3715 ± 1930 9.25 × 10−6

Nuclear surface area Sn µm2 284.1 ± 103.8 474.1 ± 259.6 4.65 × 10−5

Nuclear volume Vn µm3 223.1 ± 124.8 420.6 ± 277.0 7.06 × 10−5

Nuclear surface to volume ratio VSrn µm−1 1.420 ± 0.360 1.240 ± 0.330 2.52 × 10−3

Index of surface irregularity of nucleus SIin µm−1/2 149.9 ± 38.70 191.6 ± 81.79 3.06 × 10−3

Nuclear equivalent spherical radius ERn µm 3.640 ± 0.680 4.440 ± 0.980 1.11 × 10−5

Nuclear volume sphericity index VSin 0.610 ± 0.060 0.580 ± 0.100 1.46 × 10−1

Average distance from cetroid to nuclear membrane voxels < Rn > µm 3.770 ± 0.670 4.690 ± 1.080 5.47 × 10−6

Standard deviation of< Rn > ∆Rn µm 0.600 ± 0.240 0.790 ± 0.440 1.33 × 10−2

Mitochondrial grid perimeter GPm µm 1934 ± 905.4 4961 ± 2838 4.99 × 10−8

Mitochondrial surface area Sm µm2 262.2 ± 137.5 689.0 ± 470.4 1.27 × 10−6

Mitochondrial volume Vm µm3 48.41 ± 42.38 167.0 ± 168.2 7.15 × 10−5

Surface to volume ratio of mitochondria SVm µm−1 7.170 ± 2.650 6.480 ± 3.380 2.35 × 10−1

Index of surface irregularity of mitochondria SIim µm−1/2 306.60 ± 90.99 447.60 ± 200.70 8.66 × 10−5

Mitochondrial equivalent spherical radius ERm µm 0.480 ± 0.190 0.600 ± 0.310 3.31 × 10−2

Distance between the centroids of nucleus and cell CDm µm 1.130 ± 0.720 2.130 ± 1.480 1.47 × 10−4

Volume ratio of nucleus to cell Vrnc 0.200 ± 0.110 0.220 ± 0.130 6.65 × 10−2

Volume ratio of mitochondrion to cell Vrmc 0.050 ± 0.030 0.070 ± 0.050 2.10 × 10−2

a STD = standard deviation.
b parameters in bold font present the most statistically significant difference between the two clusters.
c n = number of imaged cells clustered together.
d p-values were obtained by a two-sample t-test method. The parameters with p-values ≤ 0.05 are regarded as the
morphology features with statically significant differences between the two clusters off PPE cells.
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Figure 3.6 (a), (b), and (c) present charts for the mean and standard deviation values of cell,

nucleus, and mitochondrial volume of the three clusters of PPE cells. Figure 3.6 (d) shows the

mean and standard deviation values of the volume ratio of nucleus to cell and the volume ratio of

mitochondria to cell. These data show monotonous changes of organelles’ volumes for cytoplasm,

nucleus and mitochondria. We note in Figure 3.6 (d) that the large cell cluster C3 exhibit opposite

trend of volume ratio change between nucleus and mitochondria.

Figure 3.6 This figure shows the mean values of cell, nucleus, and mito-
chondria volume data and the volume ratios with the standard error bars
of three clusters resulted from GMM clustering process for the confocal
image data.

In Figure 3.7, we present the perspective views of the 3D structures for each of the three cells

of the PPE cells labeled as C1 (small), C2 (medium), and C3 (large). Three parameters at the

description of each cell are cell volume Vc, nucleus-to-cell volume ratio Vrnc, and mitochondria-

to-cell volume ratio Vrmc. It can be observed directly from the image data that the significant

differences among the three labeled clusters of PPE cells are in the cell volume. The C3 labeled

cells are almost 2 and 3 times more prominent than C2 and C1 labeled cells respectively in the

cell volume, while the C3 labeled cells have the largest volume ratio of nucleus-to-cell compare to

other two clusters.
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Figure 3.7 Perspective views of reconstructed 3D structures of PPE cells
(A) C1 (B) C2 (C) C3. Three parameter at the bottom for each cell volume
Vc, nucleus to cell volume ratio Vrnc, and mitochondria to cell volume
ratio Vrmc.

Scatter plots of the imaged PPE cells with the morphology parameters of cell grid perimeter,

cell volume, and surface to volume ratio of the cell are provided in Figure 3.8 to visualize and

compare their distributions. Although some of the cells of the three types overlap each other in the

scatter plots, they are well-separated. The C3 labeled cells cluster showed smaller values of the cell

surface to volume ratio and higher grid perimeter and equivalent radius than those of the C2 and

C1 labeled cells, which is consistent with the standard deviations of most parameters in Tables 3.4

and 3.5. In addition the C3 labeled cells have significantly larger cellular and nuclear volumes than

C2 labeled cells, which is larger than C1 labeled cells. One can also observe similar trends from

the perspective views of the 3D structures of the PPE cells in Figure 3.7. These results provide
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insights on how to understand clustering PPE cells using the feature parameters of p-DI data as

discussed in next Chapter. In Figure 3.8 we plot the distribution of the PPE cells as labeled by C1,

C2 and C3 in the space of selected morphological parameters.

Figure 3.8 The distribution of the PPE cells as labeled by C1, C2 and C3
in the space of selected morphological parameters.

3.6 Cytopathological imaging and analysis

Morphological features in PPE cells may provide useful markers for detecting malignant cells

in conventional cytology as the gold standard of cancer diagnosis. Among these features, the cell

size, nuclear size and nuclear to cell size ratio have been regarded as the essential markers. In
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this section, we present the results of a quantitative analysis of 2D morphology of PPE cells by

cytopathological image slides for comparison to the previous 3D parameters. Specimens prepared

from five PPE patients were performed by Drs. Heng Hong and Diana Dai of Department of

Pathology of ECU and identified as P1 for patient 1, P2, P3, P4, and P8 in this study.

Cytological slides of PPE cells were stained by the conventional cytospin Diff-Quik (DQ)

and Papanicolaou (Papa) liquid-based technique. The slides were evaluated by Drs. Hong and

Dai for the known marker features associated with cancer cells. The slides were imaged under

a conventional microscope with objective of 40x magnification and saved as tiff image files with

examples shown in Figure 3.9. One can notice from the images that there are different types of cells

present in each sample. These cells can be divided into two major groups, normal cells (NC) and

cancer cells (CC). These cytology images were evaluated by Dr. Dai to mark numerous normal and

cancer cells, which were quantitatively measured in terms of cell and nuclear areas for this study.

In addition to the aid of cytopathological staining, cytologists also utilize numerous cytological

features such as single and cluster cells population, cell size, nuclear to cell ratio, vacuolated

cytoplasm, multinucleation, increased nuclear size, nuclear shape, and presence of prominent

nucleoli to distinguish between normal and cancer cells. Since the image slides are 2D, the above

features can thus be measured as 2D quantities as well. In contrast to the normal cells, the cancer

cells have a bigger size than normal cell and presence in two or more cells population with a

relatively high nuclear to cell ratio due to increased nuclear size. Multinucleation, vacuolated

cytoplasm, nuclear irregularity, and presence of nucleoli are also common features of cancer cells.
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Figure 3.9 Samples of cytological Images 40x shows clusters of tumor cells
and, (a) Diff-Quik stain, and (b) Papanicolaou stain P1, (c) Diff-Quik stain,
and (d) Papanicolaou stain P2, (e) Diff-Quik stain, and (f) Papanicolaou
stain P5.

3.7 2D feature extraction

In this study, we used an image analysis software named (Fiji). Fiji is an ImageJ distribution

focused on biological image applications [76], to calculate selected cells’ 2Dmorphological features

(cell area (Ac) and associated nuclear area (An)) from these images. ImageJ is an open-source image

processing and analysis software developed in Java source code [77]. It can be used to visualize,

process, edit, and analyze many supported types of single and multiple (stack) of image files in

addition to all image processing functions such as contrast manipulation and sharpening. Also,

ImageJ has the ability to calculate area and pixel value statistics of user-defined selections. Spatial

dimension calibration is available to provide measure distances in units such as micrometers using
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micrometer rule line slides [78].

To measure structures in the unit of µm, an image of micrometer line slide was acquired and

loaded into ImageJ by either drag the image file icon to drop it into ImageJ window or select

"File-Open" drop-down menu and navigate to the file location to open the image. Then we used

the straight line selection tool in ImageJ to draw a selection line on stage micrometer image for

known distance. After that, we used the "Analyze-Set Scale" menu to assign the number of line

pixel to a known distance and save the scale with appropriate unit. To use the same scale with all

opened images, check the "Global" option box. Figure 3.10 shows the ImageJ interface with the

image of the stage micrometer magnified 40 times under the microscope. By that, all the images

are spatially calibrated. The info bar provides image information with the distance unit.

Figure 3.10 User interface of the ImageJ software (Fiji distribution), (A)
main options menu, (B) loaded micrometer image, (C) and the set scale
menu.

The next step is to load cytopathological images and use the rectangular selection tool to select

the cell need to be analyzed. A freehand selection tool can be used to manually create a user-

defined region of interest (ROI) around the single cell or nucleus and select "Analyze⇒Measure"
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drop-down menu to take measurements under the manually defined region of interest, Figure 3.11.

Images of single and multiple cells can be segmented into different ROIs using automated threshold

method as described below. The thresholds can also be set to segment sub-cellular organelles such

as nucleus or cells. Objects are detected by applying a threshold to the image, separating different

regions based on pixel intensity histograms. The process starts by loading an image, then use the

rectangular tool to select the ROI. Duplicate the image by running "Image ⇒ Duplicate" option

and leave the original image untouched. Afterward, change the image format through "Image⇒

Type" option to a monochromatic and set pixel value. Then, use "Image⇒ Threshold" option to

choose a suitable threshold range for transform the image into a binary one with ROI "cut out" from

the rest of the image. Finally, select the "Analyze ⇒ Measure" drop-down menu to take spatial

measurements given by the total pixel number in the automatically defined ROI (Figure 3.12).

Figure 3.11 User interface of the ImageJ software (Fiji distribution), (A)
main options menu, (B) loaded cytological slides images, (C) selected
ROI using freehand selection tool on duplicate image, (D) measurement
results.
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Figure 3.12 User interface of the ImageJ software (Fiji distribution), (A)
main options menu, (B) loaded cytological slides images, (C) selected ROI
using automated threshold method on duplicate image, (D) threshold op-
tionsmenuwith pixel histogram, (E) ROImanager menu, (F) measurement
results.

3.7.1 Results

We have performed quantitative measurement of cell and nuclear area measurement on 560 PPE

cells selected from the cytology slides acquired from PPE samples of 6 patients. The distribution of

normal cells (NCs) and cancer cells (CCs) of the measured cells are listed in Table 3.6. The labels

of NC or CC for each measured PPE cell were given by a trained cytologist (Dr. Dai) and reviewed

by another expert cytologist (Dr. Hong). The results of area measurements are summarized in

Table 3.7 according to patients. Again, we can see the relatively large fluctuations in the measured

values of cell and nuclear areas. Furthermore, it can be observed that cells of CC labels tend to have

large cell and nuclear areas which indicate that cell size does correlate to cell type and morphology.

The NCs are mostly include different portions of cells line the body’s cavities, immune system

cells, and white and red blood cells. Where, the CCs are likely cells falling off solid tumor tissues

and diffuse in the body fluid. To gain insight, the GMM based clustering algorithm was employed

for separating the measured cells into k=3 groups.
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Table 3.6 The total number of both cancer and normal cells extracted from the cytology images of
6 patients

Patient ID Cancer Cells (CC) Normal Cells (NC) Total cells/Patient
P1 65 (45.8%) 77 (54.2%) 142
P2 27 (28.4%) 68 (71.6%) 95
P3 24 (47.1%) 27 (52.9%) 51
P4 12 (50.0%) 12 (50.0%) 24
P5 48 (46.6%) 55 (53.4%) 103
P8 66 (45.5%) 79 (54.5%) 145

Total cells/Cluster 242 (43.2%) 318 (56.7%) 560

Table 3.7 Summary of area measurements of PPE cells imaged in cytology slidesa

NC CC

Patient ID Ac(µm2) An(µm2) Arnc Ac(µm2) An(µm2) Arnc
mean ± ST D mean ± ST D mean ± ST D mean ± ST D mean ± ST D mean ± ST D

P1 44.21 ± 25.37 14.33 ± 13.38 0.31 ± 0.19 373.0 ± 341.0 157.4 ± 212.3 0.39 ± 0.16
P2 54.27 ± 70.00 23.13 ± 20.71 0.48 ± 0.12 298.3 ± 293.8 116.3 ± 123.9 0.41 ± 0.15
P3 36.08 ± 6.80 18.50 ± 3.81 0.52 ± 0.07 179.3 ± 61.75 89.76 ± 36.97 0.51 ± 0.15
P4 29.10 ± 4.45 16.26 ± 2.80 0.57 ± 0.10 146.2 ± 60.61 84.73 ± 44.07 0.57 ± 0.14
P5 35.36 ± 22.85 14.97 ± 6.29 0.46 ± 0.10 185.0 ± 173.8 80.92 ± 115.5 0.42 ± 0.12
P8 30.16 ± 4.55 17.96 ± 3.06 0.60 ± 0.07 125.8 ± 69.20 47.11 ± 32.97 0.40 ± 0.13

a NC= Normal cells, CC= Cancer cells. Ac and An are the cell and nucleus area in (µm2). Arnc nucleus to cell area ratio.

3.7.2 GMM based clustering analysis

The 2D morphology parameters calculated from the ImageJ software are analyzed for cell

classification by a developed MATLAB code uses the HC and GMM clustering techniques. These

two techniques are used previously in the study of the 3D morphology. First, we loaded the

calculated parameters; then we set k=3 to divide the data into three clusters based on the results

we got from the clustering in 3D parameters space. After that, the algorithm starts with the HC

method to prepare the data point for the GMM by assigning each point to its cluster based on the

distances among them. The GMM clustering calculates the values for the mean and covariance

matrix elements iteratively with MLPE and EMax to find the best Gaussian model fit the data.

Table 3.8 lists the results of clustering with GMM method and corresponding numbers of NC and
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CC cells. From this Table, one can observe that GMM perform well for clustering the cells based

on their 2D morphology. Among the three clusters about 98% of the cells clustered in C1 are NC

and 100 of the cells clustered in C3 are CC. C2 has a mixed portions of 19% NC and 81% CC.

We analyzed the clustering results using two parameters (Ac and Arnc) in 2D parameter space

for data of measurement as shown in Figure 3.13. Figure 3.13 (A), shows the distribution of NCs

and CCs in the two parameters space for each patient. One can find from this figure that most of

NCs form all patients are found in the left side of the graph specifically in the region of small cell

area and while the CCs are spread in bigger region of large cell area. Certain amount of NCs and

CCs are overlapped in the middle region. In contrast, both types of cells span a wide range of

nuclear to cell area ratio. Figure 3.13 (B), presents the distribution of both types of cells in term of

clustering results, and clearly demonstrates the satisfactory results of the GMM clustering method.

In comparison with measurements summarized in Table 3.7, these results provide educated guess

on the nature of cells based the parameters of cell and nuclear area value.

Table 3.8 The total number of both cancer and normal cells extracted from the cytology images of
three patients

C1 C2 C3
Patient ID CC NC CC NC CC NC Total cells

P1 0 58 (100%) 53 (73.6%) 19 (26.4%) 12 (100%) 0 142
P2 3 (5.80%) 49 (94.2%) 18 (48.6%) 19 (51.4%) 6 (100%) 0 95
P3 0 22 (100%) 24 (82.8%) 5 (17.2%) 0 0 51
P4 0 12 (100%) 12 (100%) 0 0 0 24
P5 0 47 (100%) 46 (85.2%) 8 (14.8%) 2 (100%) 0 103
P8 2 (2.50%) 78 (97.5%) 64 (98.5%) 1 (1.5%) 0 0 145

Total cells/Cluster 271 269 20 560
a C1, C2, and C3 refer to three clusters.
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Figure 3.13 Scatter plots of cell area vs. nucleus-to-cell area ratio of
selected cells from cytology images of three patients: (a) normal cells
(NC) and cancer cells (CC) of patient marked in colors; (b) results of all
analyzed cells partitioned by GMM clustering with k=3.
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Chapter 4 Simulation and Analysis of p-DIs

In this chapter we will discuss the method of diffraction imaging simulation and results of p-DI

calculations using PPE cell structures. Virtual PPE cells in terms of optical cell models (OCMs)

were obtained from the 3Dmorphological structures by converting fluorescent light intensity values

into refractive indices. Light scattering simulations were carried out by a validated ADDA method

to obtain angle-resolved Mueller matrix elements. The elements were then projected in an angular

range of choice onto a plane as an input plane image of light intensity distribution. We then

applied a commercial software of ray-tracing to model the imaging unit for calculation of p-DI

pairs by tracing the scattered light as rays from the input plane to an image plane, which provides

a markedly fast approach for simulation of an objective based diffraction imaging process. The

simulation results were used to study the correlation between cell morphological features and

classification of calculated p-DI data by a clustering algorithm and understand cell profiling and

classification by the measured p-DI data to be presented in the next chapter. Implication on profiling

of the PPE cells by the p-DI based cell assay method will be discussed.

4.1 Construction of optical cell models

To simulate accurately the spatial distribution of scattered light, we need to develop an optical

model of for a realistic cell structure or OCM. An OCM is essentially a 3D array of voxels that

carry values of refractive index (RI) characterizing the molecular dipoles induced by the incident

light wavefields. For this dissertation research, we employed a previously developed method to

build OCMs from the CIMA output files by converting fluorescent light intensity into RI [59, 79].



As described in previous chapter, CIMA is a MATLAB code that can read a confocal image stack

of a double stained cell and segment all pixels into four organelle groups of background (pixels

outside the cell), cytoplasm, nucleus and mitochondria. After segmentation, multiple slices are

interpolated between raw image slice to make cubic voxels. Then the 3D structure of the cell is

established to store the intensities of fluorescent molecules tagging various biomolecules in the

organelles into the output data files. Three of them will be used to build OCM. The first file was

named "cell.mat" that contains 16-bit integers as the voxel values in a 3D data array. The 16-bit

integers are coded for the organelle type in different ranges and the 12-bit pixel values in three

color channels of the fluorescence intensity in each voxel. For example, background voxel values

outside the cell membrane are set to 0 while the mitochondrial voxel values as indicated by the

green channel fluorescence are set in a range from 5000 to 9095. The membrane voxel values

of cell and nucleus are set to integer 20000 and 1. The second and the third data files store the

fluorescence intensity in green channel and red channel for cytoplasm voxels after interpolation.

Construction of an OCM requires calculation of RI values for each pixel using the fluorescence

intensity and output the 3D distribution of RI values as two input data files for ADDA simulation

that are named as "Geometry_files.dat" and "refractive_index.txt". These calculations were carried

out by another MATLAB script that reads the three files output from CIMA and requires the user

to define RI parameters for host medium, cytoplasm, mitochondria, nucleus, nuclear membrane,

cytoplasm membrane, nhost , nc0, nm,av, nn,av, nc,mem, and nn,mem respectively. Then the script code

generates the relative RI values by dividing with the host medium RI and related domain values as

8-bit integers in the two output RI data files. Moreover, the voxel size used in the RI calculations

is used as the dipole size used for execution of ADDA. The following equations are used to obtain

RI values for each voxel at r location in a cellular organelle from the fluorescent intensity values

nα(r, λ) = nc0 + br Fr(r) + bgFg(r) ∀r ∈ Ωα (4.1)

where Fr(r) or Fg(r) are intensity of the fluorescent dyes tagged to the biomolecules inside nucleus

or mitochondria. The subscript α = c for cytoplasm voxels, α = m for mitochondria voxels and
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α = n for nucleus voxels. The constant nc0 is the base value of RI all cellular organelles and br or

bg is respectively the coefficients to convert fluorescent intensity into RI for the voxel. Note that

Fg(r) = 0 inside nuclear volume or Ωn while Fr(r) = 0 inside mitochondrial volume or Ωm. We

should note here that in the above equation, we have utilized the widely accepted assumption that RI

values of intracellular organelles depend linearly on the dry-mass or concentration of biomolecules

[80, 81].

Based on the above equation, the mean values of RI for mitochondrial and nuclear voxels can

be calculated as follows. First, let’s denote the mean value of RI for mitochondria or over the

mitochondrial voxels as nm,av which can be written as

nm,av = nc0 + bg


1

Nm

Nm∑
i=1

Fg(ri)

 = nc0 + bgFgm,av (4.2)

where ri refers to i-th mitochondrial voxel with total number of Nm, Fgm,av is the mean value of

green fluorescence intensity over all mitochondrial voxels. In the above equation, we utilized the

fact that Fr is set to 0 for all mitochondrial voxels. This leads to the equation for the coefficient bg

expressed as

bg =
nm,av − nc0

Fgm,av
(4.3)

Similarly, we can obtain the mean value of RI for nucleus as

nn,av = nc0 + br


1

Nn

Nn∑
j=1

Fr(r j)

 = nc0 + bgFrn,av (4.4)

or

br =
nn,av − nc0

Frn,av
(4.5)

where Nn is the total number of nuclear voxels and Frn,av is the mean value of red fluorescence

intensity over the nuclear voxels. Once the two model parameters of bg and br are determined from
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the given values of nm,av, nn,av and nc0, equation 4.1 can be rewritten as

nα(r, λ) = nc0 + (nn,av − nc0)
Fr(r)
Frn,av

+ (nm,av − nc0)
Fg(r)
Fgm,av

∀r ∈ Ωα (4.6)

For nucleus, RI of voxels becomes

nn(r, λ) = nc0 + br Frn(r) = nc0 + (nn,av − nc0)
Frn(r)
Frn,av

(4.7)

where Frn refers to the red fluorescence intensity in nuclear voxels. For mitochondrial voxels, we

find

nm(r, λ) = nc0 + bgFgm(r) = nc0 + (nm,av − nc0)
Fbm(r)
Fgm,av

(4.8)

where Fgm refers to the green fluorescence intensity in mitochondrial voxels. For cytoplasm, RI of

a voxel at r becomes

nc(r, λ) = nc0 + (nn,av − nc0)
Frc(r)
Frn,av

+ (nm,av − nc0)
Fgc(r)
Fgm,av

(4.9)

where Frc and Fgc refer to the red and green fluorescence intensities in cytoplasm voxels. The mean

RI value over all cytoplasm voxels are given by

nn,av = nc0 + br


1

Nn

Nn∑
k=1

Fr(rk)

 + bg


1

Nn

Nn∑
k=1

Fr(rk)


= nc0 + (nn,av − nc0)

Frc,av

Frn,av
+ (nm,av − nc0)

Fgc,av

Fgm,av

(4.10)

where Nc is the total number of cytoplasm voxels and Frc,av (Fgc,av) is the mean value of red (green)

fluorescence intensity over the nuclear voxels. It should be noted that all RI values in the above

equations can be regarded either as absolute value or relative values against that of the host medium

(nh) by dividing both side of equations with nh. Examples of confocal image and segmented slices

are shown in Figure 4.1 (a), and (b) for one PPE cell. In addition to the three intracellular organelles
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of cytoplasm, mitochondria and nucleus, We have also investigated OCM improvement by adding

artificially an organelle of lysosome that is also important to light scattering [82]. This has been

achieved by adding a distribution of small spheres inside the cell to study the effect of the lysosomes.

The radii of these spheres are distributed according to a Gaussian function and embedded in the

cytoplasm as shown in Figure 4.1 (c) for cell with lysosomes.

Figure 4.1 (a) Selected confocal image slices acquired from PPE cell. The
red and green channels store Syto-61 and MitoTracker Orange intensities
respectively. (b) present segmented slices with nuclear region in red pixels
of intensity Fr , mitochondria in green pixel of intensity Fr and cytoplasm
in blue. Each slice is labeled by its sequence number in the image stack
and bar = 1 µm. (c) is perspective view of the 3D reconstruction on the
same cell with nuclues colored in red, mitochondria in green, and artificial
lysosomes normally distributed in the cytoplasm with light blue.

4.2 Diffraction imaging simulation

With an OCM, the process of light scattering and recording spatial distribution of scattered

light is simulated in two steps. First, we apply a rigorous wave-optic model of discrete dipole
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approximation (DDA) [22, 83] to obtain the angular distribution of light scattering by a biological

cell represented by its OCM in space. Then the distribution of scattering light is converted

into calculated p-DI pairs by projecting and ray-tracing the ADDA output data to simulate the

propagation of coherent light through the imaging unit used in a p-DIFC system as described in

next chapter. Despite the fact that ray-tracing method is based on the geometric optical model, it

has been shown that this method of diffraction imaging simulation is valid in producing calculated

p-DI data with diffraction patterns identical to the measured p-DI data in the case of single and

aggregated spheres [84, 85].

4.2.1 ADDA simulation

ADDA is a flexible method with regards to the definition of the scatterer through many different

options. Some of these options are related to the geometry of the scattering problems like reference

frame, and orientation of scatterer and incident beam. Three different reference frames are offered

by ADDA: laboratory, particle, and incident wave reference frame. The laboratory frame is the

default one, and other reference frames are specified relative to it along with all input parameters.

Also, the scatterer can be oriented in any direction relative to the laboratory frame. To minimize the

size of the computational grid, ADDA simulates light scattering in the particle reference frame. This

frame naturally corresponds to the particle geometry and symmetries. The incident wave reference

frame is defined by setting the propagation direction along the z-axis, and it can be used to define

the scattering plane and angles. ADDA embeds the scatterer in a rectangular computational box

called grid. The grid is divided into small identical cubes named a dipole; its size should be very

small compared to the incident wavelength. The size and the number of the dipole in the grid can

be initialized manually using a command line option or automatically when the scatterer geometry

is read from a file. Each dipole in the grid should be assigned a refractive index, and a dipole with

refractive index equal to 1 is a void dipole [21].

The input "geometry_files.dat" of ADDA defines the RI morphology of scatterer whose effect

on light scattering is to be simulated by ADDA. For a scatterer of multi-domain (coded) RI values,

54



this file contains a section of dipoles that defines the RI domains and the computational grid

contains the scatterer. ADDA automatically places the minimum rectangular computational box

or grid around all dipoles and centers it as described in ADDA manual [21]. A void dipole is the

one with RI domain value of 0. Any lines in the dipoles section with RI domain values equal to

0 is ignored by ADDA. In ADDA execution, one first determines the wavelength of incident light

in host medium, then extracts the pixel size of confocal image slices in x-y plane and number of

voxels along the x-axis to enclose the cell from CIMA to define the grid size and number of grid

cube or dipoles. The other two dimensions will be scaled according to the voxel array defined

in the "Geometry_files.dat". To pass accurate information on scatterer’s structure in terms of RI

distribution to ADDA, one has to ensure that the dipole or cube size in ADDA execution must equal

to the voxel size.

ADDA output the results of scattering simulation in terms of 4 × 4 Mueller-matrices Si j(θs, φs)

for i, j = 1, 2, 3, 4 with θs and φs as the scattering polar and azimuthal angles. This requires to use

scattering parameters file and to store scattering grid information for ADDA. The parameter file

defines the range of angles the Mueller matrix will be computed for, and how many angle steps will

be used sweeping across the θs and φs angles. As such, it is a very good idea to keep these two

angles ranges as close to the desired input plane field-of-view (FOV) area as possible as calculating

this grid is extremely intensive computationally. The output data of a successful ADDA simulation

is saved into a file in the results folder. This file is the Mueller matrix scattering grid for the defined

range of angles and serves as the sole input to create diffraction images. The element S11(θs, φs)

was projected onto a plane intercepting with the x-axis as shown in Figure 4.4 as a simulated

diffraction image of the side scatters within a half-cone angle of about 30◦. In projecting the S11

element towards a pixel located at rp=(-x0,y,z) both effects of incident angle of rp and distance to

the projected plane are considered. The pixel intensity I of the scattered light can be written as

I(y, z) =
| cos φs sin θs |

x2
0(1 + tan2 φs +

1 + tan2 φs

tan2θs
)

S11(θs, φs). (4.11)
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where x0 is the distance of the projection plane to the origin which was eliminated after image

normalization [44].

4.2.2 ADDA performance

To validate the ADDA code, several simulations have been carried out for homogeneous spher-

ical particles at various radii with properties similar to biological cells. These particles were

generated via two different methods. The first method is using the ADDA predefined shape of

sphere, where the second method is using externally generated shape of sphere using MATLAB

algorithm developed for this purpose. We simulated the light scattering by spheres with radii of 1, 2,

3, 5 µm and RI of 1.588 + 0.00035 usingMie theory [86] and ADDA. The incident light assumed to

a plane wave with λ = 0.533µm. With ADDA, the simulations used a value of dpl equal to 20. The

ADDA results for the normalized Mueller matrix element of S11 have also been compared against

the Mie theory results for spheres of the same radii. These results are shown in Figures 4.2 and 4.3.

Notice that the relative errors in the ADDA results are more pronounced in the larger scattering

angles, but overall the result is satisfactory. In addition to that, we believe that the range of errors

seen in the figures are mainly come from the shape errors due to the representing particles with

cubical dipoles. The angular range that our studies are concerned with, mostly between θ = 65◦

and θ = 115◦. The scatterer’s size, orientation, incident wavelength, all of these parameters must

be set when run ADDA simulation. An example script for running ADDA across single orientation

has been included in Appendix(G) of this study.
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Figure 4.2 Comparison of S11 calculated by Mie theory and ADDA (pre-
defined shape) for spheres of various radii and RI of 1.588+0.00035. (a)
r=1 µm (c) r=2 µm (e) r=3 µm (g) r=5 µm. The relative errors are shown
in (b), (d), (f), and (h), respectively.
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Figure 4.3 Comparison of S11 calculated by Mie theory and ADDA
(externally generated shape) for spheres of various radii and RI of
1.588+0.00035. (a) r=1 µm (c) r=2 µm (e) r=3 µm (g) r=5 µm. The
relative errors are shown in (b), (d), (f), and (h), respectively.
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Figure 4.4 Diffraction imaging configuration.

4.2.3 p-DI Calculation and texture analysis

Two planes are defined in our simulation process to obtain a diffraction image (DI) comparable

to the experimental configuration as shown in Figure 4.4. First, input plane Γin: this is a plane

perpendicular to the x-axis (center axis of scattered light cone measured by a DI imaging unit)

corresponding to a “virtual” plane at 150 µmaway from the origin (center of scatterer) of coordinate

system in which z-axis points to the incident beam direction and y-axis points to the direction of

fluid flow. Second, image plane Γim: this is the plane corresponding to the focal plane of tube lens

in the imaging unit where the DI is acquired by an imaging sensor. Note here that the imaging unit

including the Γim or imaging sensor can be translated along the x-axis from the focusing position
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with ∆x > 0 indicating translation toward the scatterer or the origin. The last part of DI simulation

is to first project the Mueller matrix elements produced by ADDA onto Γin followed by ray tracing

using an optical design software (ZEMAX) to obtain DI on Γim. This process is carried out by a

MATLAB code developed for this purpose.

Both incident light and scattered light are polarized in our diffraction imaging flow cytometer

system. The polarizations directions are defined relative to the incident plane of x − z with z− axis

as the propagating direction of incident light and x−axis as that for the center of the scattering light

cone. We denote the incident light beam’s polarization as vertical (ver), horizontal (hor) and 45◦

relative to the horizontal x − z plane. There are 6 combination of s-polarized DI and p-polarized

DI with the 3 incident beam polarization. They are defined by the scattered light intensity with

2 subscripts: the first denotes the polarization of scattered light as s or p and second denotes the

polarization of incident beam as ver, hor, or 45◦ between ver and hor. The followings equation 4.12

provide the calculation of p-DI from the Mueller matrix elements with I0 as unpolarized incident

light intensity.

Ip,hor = I0((S11 + S12) + (S21 + S22))

Is,hor = I0((S11 + S12) − (S21 + S22))

Ip,ver = I0((S11 − S12) + (S22 − S21))

Is,ver = I0((S11 − S12) + (S22 − S21))

Ip,45◦ = I0((S11 + S21) + (S13 + S23))

Is,45◦ = I0((S11 − S21) + (S13 + S23))

(4.12)

To quantify the amount of energy transferred between the co-polarized and cross-polarized

components of light, we used the linear depolarization ratio measured at normal scattering angle

(θs = 90◦). The linear depolarization ratio δ defined as the ratio of the average pixel intensity of

the calculated image in perpendicular polarization with respect to the incident polarization to the

average pixel intensity of the calculated images in parallel polarization with respect to the incident

polarization axis as defined below [87]
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δL,ver =
Ip,ver

I s,ver
, δL,hor =

I s,hor

Ip,hor
δL,45◦ =

Ip,45◦

I s,45◦
(4.13)

where I is the average pixel intensity of an image with its subscripts indicating the polarizations

of incident and scattered light.

The texture represents the statistical (spatial) arrangement of pixels or pictorial patterns [88],

and gives meaningful information about the surfaces structural distribution [89]. Therefore, The

textural features are used to quantify the properties of an image region by using space relations

underlying the gray-level distribution of a given image and have general use in image classification

[90]. One of the most common technique in texture feature extraction includes the computation

GLCM as a second order texture measure. GLCM describes how many times of one gray-level

appearing in a specified statistical linear relationship with other gray-level within the area of study.

Several statistical parameters can be extracted from the GLCM. Some of these parameters are

directly related to first order gray-level statistics concepts such as gray-level mean and variance

while other parameters contain more complex textural information associated with multiple texture

meanings [91]. In this study we employed up to 15 GLCM parameters (texture features) to define

the texture of the DI’s, Appendix F.

4.3 Effect of intracellular RI distribution among organelles

Five differentOCMare introduced in this study to investigate the effect of intracellular organelles

and their RI heterogeneity on the DIs using the same set of input parameters. These models are:

(1) OCM f l is a fluorescence intensity based model as given by equation 4.1 and the parameters

br and bg were adjusted by the average RI of nuclear and mitochondrial voxels to examine the

effects of organelle molecules on light intensity distribution in p-DI pairs. (2) OCMp f n is a partial

fluorescence based model in which voxels of only nucleus have its RI values obtained by equation

4.1 while the voxels of other organelle types are set to have constants RIs. (3) OCMp f m is a partial

fluorescence based model in which voxels of only mitochondria have its RI values obtained by

61



equation 4.1 while the voxels of other organelle types are set to have constants RIs. (4) OCMn f is a

no fluorescence based model in which the RI values are set to different constants as nc(r) = nc,ave,

nn(r) = nn,ave, and nm(r) = nm,ave. (5) OCM f l,lyso is this model we artificially add one more

important cell organelle which is the lysosomes. The lysosomes have major role in light scattering

since they have RI that increase the heterogeneity of the cell.

We performed p-DI simulations with the first four types of OCMs built from confocal image

based PPE cell structures of small, medium, and large for each of three incident beam polarizations.

The results presented here are mainly on the variation of the average RI value nn,av for nuclear

voxels between 1.390 and 1.51 in steps of 0.060 steps and average RI value nm,av for mitochondrial

voxels between 1.490 and 1.550 while nc0 was fixed at 1.360 as shown in Table 4.1. The choice

of these RI value ranges was based on results published in literature [36, 92, 93]. The off-focus

distance ∆x of the imaging unit in ray-tracing calculations was fixed to 150 µm, which is the same

value used for p-DI measurement to facilitate the comparison with measured data. The wall-clock

time T of light scattering simulation depends on the size of cell structures (small, medium, or

large) and choices of RI values for parallel execution of ADDA code on 120 CPU cores on several

nodes of a computing cluster at the Department of computer Science, ECU. For PPE of small cell

size and same values of nc0 at 1.360 and nm,av at 1.490, T ranges from about 41 for nn,av = 1.39

to 63 minutes for nn,av = 1.51 while T ranges from 212 to 320 minutes for PPE of medium size

and around 645 minutes for PPE of large size with the same RI variations. Compared to ADDA

simulation, projection of the Mueller matrix elements to the input plane Γin and ray-tracing to the

image plane Γim takes only around 10 minutes on a computer with one i7-870 CPU of 2.93GHz.

Table 4.1 Cell morphology and RI for simulated DIs using four different
OCMs without the lysosomes.

Structurea Numberb Vc (µm
3)c Vrnc (%)c Vrmc (%)c n0 nn,av nmav

Small 3 [215.71, 407.07] [27.2, 41.4] [3.3, 4.7] 1.3607 [1.390, 1.510] [1.490, 1.550]
Medium 3 [502.53, 770.39] [29.7, 38.0] [5.7, 13.9] 1.3607 [1.390, 1.510] [1.490, 1.550]
Large 3 [502.5, 770.4] [29.7, 38.0] [1.8, 6.3] 1.3607 [1.390, 1.510] [1.490, 1.550]
a Cell structure group based on classification results of 3D morphology parameters in chapter three.
b Number of cell structures used for each group.
c Cell volume, nuclear to cell volume ration, and mitochondrial to cell volume ratio range.
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Table 4.2 Cell morphology and RI for simulated DIs OCM f l,lyso.

Structure # of p-DI pairs Vc (µm
3) Vrnc (%) Vrmc (%) Vlyso (µm

3)a Vrlysocyto (%) n0 nn,av nmav nlyso
b

Small 72 (89.3, 543.0) (33.1, 94.8) (0.009, 5.7) (0.11, 3.05) (0.32, 0.47) 1.3607 1.390 1.53 1.45 ± 0.02
Medium 60 (290.2, 1560.9) (11.9, 57.3) (1.0, 3.5) (0.11, 3.05) (0.38, 0.45) 1.3607 1.390 1.53 1.45 ± 0.02
Large 39 (432.7, 5092.9) (3.4, 65.9) (0.002, 8.2) (0.11, 3.05) (0.39, 0.44) 1.3607 1.390 1.53 1.45 ± 0.02

a Lysosomes volume range.
b Lysosomes RI, mean ± STD.

Figures 4.5 to 4.8 show examples of calculated p-DI pairs with 6 combinations of nuclear and

mitochondrial RI for ver, hor, 45◦ incident beam polarizations that are analyzed in detail below.

By comparing the calculated p-DI pairs in these four figures to the measured data presented in

next chapter, certain similarity in image textures can be identified to validate the realistic OCMs as

defined in this study for simulation of diffraction imaging. We have performed clustering analysis

of these p-DI data to obtain insight for analysis of measured p-DI data to be discussed in next

chapter.

Figure 4.5 Normalized cross-polarized diffraction image (p-DI) pairs calculated by optical cell
modelOCM f l with three cell structures with vertical, horizontal, and 45◦ incident polarization,
λ = 532 nm and ∆x = 150µm. Each pair is marked with averaged nuclear and mitochondrial
RI, cell structure, incident and scattered polarizations and value of δL .
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Figure 4.6 Same as Figure 4.5 except with different model (OCMp f m).

Figure 4.7 Same as Figure 4.5 except with different model (OCMp f n).
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Figure 4.8 Same as Figure 4.5 except with different model (OCMn f ).

Figure 4.9 Same as Figure 4.5 except with different model (OCM f l,lyso)
with artificial lysosomes added. The lysosomes are Gaussian spheres with
parameters mean size of 0.6 ± 0.3µm. The lysosomes refractive indices
are 1.45 ± 0.02, and the lysosomes to cytoplasm ratio are around 0.4%
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For quantitative comparison between the measured and calculated GLCM parameters, we

applied the GLCM algorithm for characterization of image textures with four parameters selected

for their capacities to quantify image textures and high performance to classify PPE cells by the

measured p-DI data. We plot in Figures 4.10 to 4.15 the dependence of GLCM parameters on

average nuclear and mitochondrial voxel RI values nn,av and nm,av in the three cell types of small,

medium, and large for four OCM types with ver, hor, 45◦ incident polarizations. Each bar represents

the mean value of a GLCM parameter obtained from calculated p-DI by the same OCM in three

incident beam polarizations, which allow the estimation of fluctuations in p-DI data due to variation

of cell structure size and the detection of scattered light.

It is clearly noticed in the case of all cell structures with all incident beam polarization that the

OCM models yield GLCM parameters of p-DIs significantly different from each other when nn,av

ranging from 1.390 to 1.510 and for nm,av increases from 1.490 to 1.550. The deviation of GLCM

parameters of p-DIs by the OCM models indicate that the heterogeneity in RI values and the size

of the cell structure can significantly modify the textures of DIs and these results show that the

structures shape irregularity and RI heterogeneity inside cell organelles have more important roles

than the average RI values in the spatial distribution of scattered light.
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Figure 4.10 Selected four gray-level co-occurrencematrix (GLCM) param-
eter of s-polarized and p-polarized diffraction images (DIs) and vertical,
horizontal, and 45◦ incident polarization vs nn,av in different optical cell
models (OCMs) of small PPE and nm,av = 1.49. The arrowed vertical lines
in blue on the right and in red on the left indicate the parameter ranges of
the measured data and calculated data with OCM f l,lyso for the same cell
type respectively. The Bar colors are for visual guide

Figure 4.11 Same as Figure 4.10 except gray-level co-occurrence matrix
(GLCM) parameters of diffraction images (DIs) calculated with nm,av =

1.55.
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Figure 4.12 Same as Figure 4.10 except gray-level co-occurrence matrix
(GLCM) parameters of diffraction images (DIs) calculated for medium
size PPE and nm,av = 1.49.

Figure 4.13 Same as Figure 4.10 except gray-level co-occurrence matrix
(GLCM) parameters of diffraction images (DIs) calculated for medium
size PPE and nm,av = 1.55.
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Figure 4.14 Same as Figure 4.10 except gray-level co-occurrence matrix
(GLCM) parameters of diffraction images (DIs) calculated for large size
PPE and nm,av = 1.49.

Figure 4.15 Same as Figure 4.10 except gray-level co-occurrence matrix
(GLCM) parameters of diffraction images (DIs) calculated for large size
PPE and nm,av = 1.55.

69



4.4 Clustering results

We used the combination of hierarchical and GMM clustering algorithms to classify the calcu-

lated p-DI data , or associated cells into three clusters named as C1 , C2 and C3. Each cluster was

assigned to one cell types defined in Table 4.3 small, medium, and large based on the dominant type

in a confusion matrix. To measure the performance of a classifier, a classification accuracy A is

defined by the number ratio of correctly identified cell type to the total number of cells. To explore

the possibility of cell classification according to the diffraction patterns only, we have investigated

different combination of GLCMparameters with different combinations of GLCMparameters. The

values of each parameter were normalized to the range of [0, 1] and this normalization scheme is

denoted as "parameter norm.". The results in Table 4.3 present the confusion matrices of classifiers

to divide cell structures related to the calculated p-DI data into three clusters with the value of µA

defined as the mean value of A using 15 or 5 GLCM parameters by the parameter normalization

scheme. These results show clearly that the value of µA in all 15 parameters classifier is higher

than the 5 parameters classifier. But, the classification process in 15 parameters classifier is not

good enough to separate the groups of medium and large cell types within C2 cluster as in 5

parameters classifier. Because the overfitting problem that usually happen with high dimensional

GMM classification of relatively small amount of data.

Table 4.3 Confusion matrices of GLCM clustering for all cells.

Clustersa C1 C2 C3 normalization scheme; Pi ; µA ± σA
b

Small 20 (28.2%) 16 (22.5%) 35 (49.3%) parameter norm. (all 15 parameters) 60.7% ± 20.7%
Medium 3 (5.0%) 29 (48.3%) 28 (46.7%)
Large 0 (0.0%) 33 (84.6%) 6 (15.4%)

Small 36 (50.7%) 35 (49.3%) 0 (0.00%) parameter norm. (ASM, CON, COR, IDM, SAV) 57.8% ± 10.0%
Medium 19 (15.0%) 32 (53.3%) 9 (31.7%)
Large 6 (15.4%) 6 (15.4%) 27 (69.2%)
a Rows represent ground truth. Bold numbers represent assigned cell types for three clusters derived by the hierarchical +
GMM classifier.

b Pi represents the set of normalized GLCM parameters used by the classifier, µA and σA are the mean value and standard
deviation of clustering accuracy for 3 cell types.

Figure 4.16 presents examples of calculated p-DI pairs for different cell structure classified as

C1, C2, and C3 where C1, C2, and C3 are mainly dominated by small, medium, and large cells
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respectively. The first row in each cluster type presented in the figure show the p-DI for correctly

classified cell types while the second row show the p-DI for misclassified cell types. By visual

comparison of the p-DI, we found the texture and the pixel intensity changes among the three

clusters are relatively large. The p-DIs of the small cell in C1 present less number of speckles than

the medium and large cells in C2, and C3. Also, the cells in C1 showed DIs with largest speckles

size than the DIs of the cells in C2, and the cells in C3 where the finest speckles are displayed.

Figure 4.16 Clustering results of normalized p-DI pairs calculated by
OCM f l,lyso with different cell structures. Each images was labeled by
cluster number, cell type, and reference number in the upper left corner,
and the polarization of the incident and scatter light in the lower left corner
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In Figure 4.17 , we present the normalized scatter plots of five GLCM parameter ASM, CON,

COR, IDM, and SAV for cells having the second HC and GMM classifier in Table 4.3. One can

see obvious differences in the distribution of the cells clustered in different groups. while some of

the cells in each cluster overlap each other in the scatter plots, the cells in C1, C2 and C3 appear to

have significant degree of spreads in their values of the selected GLCM parameters, which can be

also noted from the box plot of these parameters in Figure 4.18. Taken together, the quantitative

characterization of the DIs provides insight into the morphologic differences among the three types

of cells. In Figure 4.18 we create a box plot for each cluster and for each of the selected GLCM

parameter. The horizontal line inside the box is the sample median, the tops and bottoms of each

box are the 25th and 75th percentiles of the samples, respectively. The distances between the tops

and bottoms are the interquartile ranges. The whiskers are lines extending above and below each

box. The whiskers are drawn to show the furthest observations within the whisker length, adjacent

values. Two sample points beyond the whisker length are marked as 5th and 95th percentiles of the

samples.

Figure 4.17 The distribution of the PPE cells as labeled by the cell type
and cluster number in the space of selected GLCM parameters.
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Figure 4.18 Comparison of five GLCM parameters extracted form the
calculated p-DI and classified to three clustered HC and GMM

DIs in C1, mainly come from small cells, are dominating the lower end of the ASM parameter

with less spread compared to DIs in C2 and C3 which clearly can be correlated to the low level of

uniformity or less similarity of gray-level pixels of these images. For the CON parameter the DIs of

small cells showed a wide range of local variation among the image pixels than DIs in C2, and C3,

while the COR parameter have more consistent gray-level values for their pixels that is correlated

to the large speckles areas in these images. Also, the DI of small cells showed less homogeneity in

gray-level pixels in comparison to the DIs in C3.

On other hand, the DIs in C3, mostly are coming from the large cells show an increase in the

level of ASM parameter than in C1. This means that these images are more uniform in term of the

gray-level pixels values which correlate to the large number of small size speckles. Low level of

CON and SAV values showed in these DIs are also due to the distribution of small size speckles.

The DIs of C3 spread over the lower end of the COR parameters indicate the less consistent of

gray-levels.
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Chapter 5 Measurement and Analysis of p-DIs

The measurement of cross-polarized diffraction image (p-DI) pairs and results are presented in

this chapter together with the method of polarization diffraction imaging flow cytometry (p-DIFC).

The measured p-DI data were preprocessed to remove those by cellular debris and aggregated non-

cellular particles followed by extraction of the image texture parameters using GLCM algorithm.

We first evaluated the correlations among the GLCM parameters to identify the most independent

parameters. These GLCM parameters were further assessed on their ability to classify the PPE cells

with the GMM based clustering algorithm. We obtained an optimized set of GLCM parameters

that has sufficient information capacity for texture characterization of the p-DI data and investigated

their relation to cell size and other parameters based on the clustering analysis.

5.1 Diffraction imaging flow cytometry

Figure 5.1 shows a schematic diagram of an improved version of experimental p-DIFC system

used to obtain high-contrast data of p-DI pairs of the PPE cells. A fluidic control unit is used to

drive the cell suspension as the core fluid into the flow chamber (FC) through a round glass nozzle

of the inner diameter of 100 µm. At room temperature, the cells are carried by the core fluid through

a concentric sheath fluid at a higher pressure upon entering the chamber at a speed of 4 mm/s. The

cells move in single file through an incident beam produced by a continuous-wave solid-state green

laser (MGL-III-532-100, CNI), and each emits scattered light at the same wavelength of 0.532 µm.

An infinity-corrected 50x microscope objective (378-805-3, Mitutoyo) (OB) of 0.55 in numerical

aperture used to collect the light scatter from flowing cells. The objective is aligned along the



direction perpendicular to the flowing direction along the y-axis and the incident beam along the

z-axis. A polarizing beam splitter (PBS) and a half-wave plate (WP) are used to adjust the incident

beam’s power. The incident beam’s direction of polarization is changed with another WP into

one of three directions of vertical (ver), horizontal (hor), and 45◦ between different runs of cell

measurements. The polarization direction of the incident beam determines the average orientation

of the induced molecular dipoles inside the illuminated cell.

Figure 5.1 Top view diagram of an experimental p-DIFC system for acqui-
sition of s- and p- polarized diffraction images. WP: half-wave plate; PBS:
polarizing beam splitter; M: mirror; FL: focusing lens; FC: flow chamber;
CL: condenser lens; PD: photodiode; OB: objective; WF: 532 nm wave-
length filter; TL: tube lenses; CCD: camera. The x-axis and z-axis are
labeled by black lines.

As a result, rotation of incident beam polarization allows different ways to “tune” the directions

of the intracellular molecular dipoles and provide an opportunity to optimize the performance of

classification. An interference wavelength filter (WF) of 0.532 µm is used in front of PBS to

remove any nonelastic scattered and ambient light and the PBS divides the collected side scatters

light into two components of horizontal and vertical polarizations, labeled as p-polarized and s-
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polarized scatter, separated by 90◦, and focused to the two CCD cameras (p-CCD and s-CCD). Pair

of polarized diffraction images (p-DI) of 640× 480 pixels and 12-bit pixel depth are acquired from

each flowing cell with one of three incident beam polarizations. A beam splitter and photomultiplier

(not shown) are used to detect a smaller portion of s-polarized scatter to trigger the twoCCDcameras

(LM075, Lumera). The exposure time will be set to range from 0.3 to 1.0 ms to reduce blurring

of the cellular diffraction images. The throughput of the p-DIFC system will be maintained at

about 1 to 4 cells/s and is mainly limited to the frame rate of the CCD cameras triggered externally.

More technical details of the p-DIFC fluidic design, which explains the cell positioning through

hydrodynamic focusing in, a square flow channel and the imaging of scattering light have been

published elsewhere [42, 43, 94, 95].

A graphical user interface (GUI) software has been previously developed to control the p-DIFC

system and two CCD cameras. This software designed to connect the cameras to the system and to

set basic parameters such as exposure time, image signal gain for both cameras. When an external

trigger signal is received from the photomultiplier, the system starts to acquire images, save them

in the hard drive of the computer and display selected ones with their intensity parameters on

the computer monitor. The image counter will add up one and compare with the set number of

measure cells. When the counter number equals to the set number, the software terminates the

acquisition process. With the aid of a multithreading mechanism, the image acquisition software

can process multiple pairs of p-DIs per second. Also, the software can obtain image pixel intensity

parameters and present the detail of this information in real time. This functionality help with

adjustment of incident laser beam power to reduce the probabilities of acquiring underexposed

or overexposed image data in subsequent acquisition because the dynamic ranges of the cameras

are quite limited. For this purpose, we first acquire ten to twenty pairs of diffraction images for

adjustment of the incident beam power. As each image pair is continuously acquired, the image

pixel intensity parameters are calculated and displayed as maximum pixel intensity, the minimum

pixel intensity, the average pixel intensity, and the total number of saturated pixels. The real-time

feedbacks of image pixel intensities are not only helpful to adjust the beam power before starting
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the data acquisition but also useful to monitor the image quality during data acquisition.

The design of p-DIFC system was improved in January 2018. The improvements included the

modification of illumination unit and use of one time-delay-integration CCD (TDI-CCD) camera

to increase the throughput rate and image quality [96, 97]. As shown in Figure 5.2 two cylindrical

lenses (CyL1 and CyL2) of 500 mm and 60 mm in focal lengths are used instead of spherical lenses

to focus the incident laser beam on the core fluid carrying the cells. The profile of linearly polarized

incident beam propagating along the z-axis is close to Gaussian with an elliptical cross-section of

major and minor axes of about 300 µm along the flow direction the y-axis and about 50 µm along

the x-axis respectively. The power and polarizing direction of the incident beam are adjusted with

a WP and the Glan-Thompson polarizing prism (GP). The light scattered by the cell passes through

OB. A Wollaston prism (WSP), (LSP-3A14, Laser Institute, QFNU), employed to separate the

scattered light into s- and p-polarized beams. These two beams are separated by an angle of 20◦,

and focused on the TDI-CCD camera by a tube lens of 75 mm in focal length.

Unlike the regular CCD sensor, the TDI camera requires synchronization between the linear

transfer frequency of the imaging sensor and the speed of moving object for blur-free imaging [97].

The TDI camera acquire one 12-bit image of 2014 × 512 pixels that consists of two equal sections

recording the s-polarized scattered light intensity on the left and p-scattered light on the right. To

obtain a p-DI pair, preprocessing software crops the acquired image to two regions of 400 × 300

pixels based on maximum total pixel intensity. The preprocessing software is incorporated with

GUI software develop to control the p-DIFC system and TDI camera system [97].
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Figure 5.2 Top view diagram of an improved experimental p-DIFC system of
s- and p- polarized diffraction images acquisition. Laser: laser beam source;
WP: half-wave plate; GP: Glan-Thompson prism; M: mirror; CyL1 and
CyL2: two cylindrical lenses; FC: flow chamber; FS: forward scatter; OB:
objective; IF: interference filter; WSP: Wollaston prism; TL: tube lenses;
TDI camera: camera. The x-axis and z-axis are labeled by black lines.

5.2 Preprocessing of p-DI data

Cell suspension sample contains various types of particles other than complete cells such as

cellular debris and aggregated homogeneous particles formed inside the cell suspension medium.

Furthermore, due to the variations of experimental conditions such as the core fluid position relative

to the focus of the incident laser beam, the raw diffraction images acquired by our p-DIFC system

can become underexposed or overexposed. Thus the p-DI pairs obtained by the p-DIFC system

require preprocessing before analysis of the image textures for cell assay. The p-DI pairs filtered

with an in-house developed image preprocessing software using MATLAB. The process started

by obtaining the minimum, maximum, and the mean pixel value of an original 12-bit image pair

data. Then, all the overexposed and underexposed p-DI pairs were removed based on the number

of saturated pixels and mean pixel intensity respectively. The saturation value of 12-bit pixel

is 4095. If one image has more than 8% of the total pixels are saturated, then the p-DI pair
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considered overexposed. If the mean pixel intensities of both images are less than 2% of the pixel

saturation value, then the p-DI pair was considered underexposed. The rest of p-DI pairs are linearly

normalized to the 8-bit images then manually pre-screened [98]. The p-DI pairs with large speckles

or highly symmetric strip patterns were removed since these have been shown to associate with

cellular fragments or aggregates of non-cellular particles as shown in Figure 5.3 [23]. After the

pre-screening, the remaining p-DI pairs were imported into another in-house software developed

with MATLAB that uses the GLCM algorithm to extract image feature parameters that characterize

the texture and the pixel intensity of the normalized image pair [44, 91].

Figure 5.3 Examples of raw DIs of (a) a cell (b) cellular fragments, and (c)
non-cellular particles.

5.3 The measured p-DI data and GLCM analysis

We have performed multiple diffraction imaging measurements on the PPE cells to investigate

cell classification by the p-DIFC method. Table 5.1 presents the numbers of the diffraction image

pairs for three incident laser beam polarization acquired from viable PPE cells extracted from the

same twelve patient samples used for confocal imaging and denoted as P1, P2, ..., and P12. The

p-DI pairs investigated for this study were acquired from P1, P2, and P3 cell samples to demonstrate

the results of HC and GMM clustering technique used on the extracted feature parameters for the

diffraction images texture of different types of cells in three samples. we also compared the results

with results of simulated DI in previous chapter. Figure 5.4 shows examples selected 12-bit image

pairs of the p-DI images acquired from single PPE cells of P1, P2, and P3 with different incident
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beam polarizations. The size and the distribution of speckles in PPE images can be seen to be

different among all images, and It is difficult to tell the difference among the diffraction image pairs

by visual examination. To quantify the diffraction image pair features, we employed the GLCM

based image processing to extract 34 texture parameters from each pair of images for each imaged

cell and use them in different combinations to analyze the cells in a multidimensional feature space.

Table 5.1 p-DI measured data

Pre-screening

Patient ID Camera Polarization p-DI pairs Cell Debris Strips Over Exp. Under Exp.

P1 CCD vertical 2911 1451 1180 126 108 46
horizontal 600 342 73 185 0 0
45◦ 3000 1166 403 311 28 1092

P2 CCD vertical 4698 1446 1738 384 80 1050
horizontal 6000 588 140 106 0 5166
45◦ 3051 1006 427 185 1 1432

P3 CCD vertical 4000 2603 269 366 1 761
horizontal 4000 291 82 96 5 3526
45◦ 6001 2816 892 1072 127 1094

P4 TDI 0 0 0 0 0 0 0
P5 TDI vertical 4171 1649 1997 42 288 0

horizontal 1000 440 489 2 69 0
45◦ 1426 636 698 30 54 0

P6 TDI vertical 5126 2396 2440 180 100 1953
horizontal 3555 1622 1751 104 27 0
45◦ 2487 1628 610 45 17 0

P7 TDI vertical 7400 6107 1011 142 95 0
horizontal 6482 4148 1831 418 41 0
45◦ 10293 8678 1133 265 168 0

P8 TDI 0 0 0 0 0 0 0
P9 TDI vertical 4006 2363 1044 567 32 0

horizontal 4061 2014 1830 211 6 0
45◦ 4945 2496 968 1449 32 0

P10 TDI vertical 5315 4129 606 272 308 0
horizontal 3761 3086 527 118 30 0
45◦ 5556 4769 396 163 228 0

P11 TDI vertical 5840 5149 528 99 64 0
horizontal 5929 5022 861 35 11 0
45◦ 6000 5222 669 66 43 0

P12 TDI 0 0 0 0 0 0 0
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Figure 5.4 Examples of normalized p-DI images pairs of the PPE cells
for the measurements in the vertical, horizontal, and 45◦ polarization of
incident beam. Each image was labels with patient ID, the polarization
direction of incident beam, the polarization direction of the scattered light,
and minimum, maximum, and mean pixel intensities of the acquired 12-bit
images.

Also, one can very clearly notice from these images that the PPE cells present non-even light

intensity distributed between the image pairs. The cells show stronger s-polarized scattered light

for a vertical scattered incident beam than the p-polarized light. While much more p-polarized

scattered light observed for a horizontal scattered incident beam than the s-polarized light. This

is because s-polarized incident beam induces molecular dipoles of the imaged cell oriented along

the vertical axis and p-polarized incident beam induces molecular dipoles along the horizontal

axis. For side scattering direction along the horizontal axis (θ = 90◦), those dipoles induced

by the s-polarized beam have a higher contribution to light signals than those induced by the
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p-polarized beam for the transverse nature of light wavefields [97]. For that reason, we used the

linear depolarization ratio δL measured at normal scattering angle to quantify the amount of energy

transferred between the co-polarized and cross-polarized components of light. Table 5.2 provides

the values of linear depolarization ratio and other parameters for the three sets of measured data

(P1, P2, and P3). The mean values of δL show that these cells exhibit strong ability to transfer

energy in the side scatter from co-polarized to cross-polarized component relative to the incident

light. In comparison, single particles of spherical symmetry have δL,ver = δL,hor = 0.

Table 5.2 The values of linear depolarization ratio δL and other parameters

Paramters P1 P2 P3

ver hor 45◦ ver hor 45◦ ver hor 45◦

incident power P◦ (mW) 168 168 168 100 100 100 31 167 167
number of p-DI pairs 1451 342 1166 1446 588 1006 2603 291 2816
pixel intensity Is, Ip 781.4, 6.0 40.22, 178.8 337.8, 33.00 401.5, 7.17 24.38, 166.9 208.1, 28.42 307.4, 4.76 36.88, 178.1 369.8, 20.50
maximum δ (%) 10.80 54.89 117.12 24.95 54.7 56.55 36.53 48.60 42.33
minimum δ (%) 0.17 3.44 1.86 0.38 3.90 2.21 0.59 5.70 1.65
mean δ (%) 0.91 23.52 7.33 1.95 15.40 12.49 1.65 20.3 6.05

After the acquisition and preprocessing of the p-DI pair data, the images of the cells were

further processed by the GLCM based MATLAB code to extract 30 image texture parameters for

classification study. Three p-DIFCmeasurements of the PPE cells have been carried out to examine

the clustering of the data. Tables 5.3, 5.4, and 5.5 present all minimum, maximum, mean, and

STD values of 15 GLCM parameters calculated for p-DIs of stronger polarized scattered light with

respect to incident polarized light (i.e. vertical, horizontal, and 45◦) acquired for P1, P2, and P3.

Table 5.3 Distribution range of GLCM parameters for p-DIs of P1.

vertical, s horizontal, p 45◦, s

GLCM
parameters minimum maximum mean STD minimum maximum mean STD minimum maximum mean STD

ASM 3.17 × 10−4 1.03 × 10−2 1.67 × 10−3 1.38 × 10−3 7.59 × 10−4 1.63 × 10−2 4.25 × 10−3 2.65 × 10−3 6.64 × 10−4 1.47 × 10−2 4.06 × 10−3 2.26 × 10−3

CON 4.11 2.31 × 102 29.8 19.4 4.48 67.00 15.50 7.75 3.94 99.50 16.00 10.60
COR 0.92 0.99 0.99 6.81 × 10−3 0.97 0.99 0.99 4.02 × 10−3 0.96 0.99 0.99 4.58 × 10−3

VAR 1.69 × 102 5.74 × 103 1.77 × 103 1.19 × 103 2.71 × 102 5.83 × 103 8.66 × 102 5.28 × 102 1.42 × 102 5.81 × 103 1.06 × 103 8.75 × 102

IDM 9.64 × 10−2 0.53 0.27 6.70 × 10−02 0.20 0.57 0.36 7.47 × 10−2 0.17 0.56 0.38 7.64 × 10−2

SAV 29.8 239 109 41.1 27.5 142 51.8 14.5 25.0 168 58.8 21.9
SEN 4.14 5.98 5.37 0.36 4.12 5.59 4.81 0.26 4.01 5.80 4.88 0.31
SVA 6.71 × 102 2.29 × 104 7.04 × 103 4.75 × 103 1.08 × 103 2.32 × 104 3.45 × 103 2.11 × 103 5.65 × 102 2.32 × 104 4.22 × 103 3.49 × 103

ENT 5.38 8.76 7.48 0.60 5.23 7.75 6.55 0.50 5.19 8.39 6.57 0.54
DEN 1.49 3.36 2.34 0.26 1.46 2.62 2.03 0.23 1.46 2.94 2.01 0.25
DVA 2.36 133 14.3 10.0 2.80 43.4 8.16 4.01 2.18 54.5 8.74 5.89
DIS 1.32 10.8 3.74 1.10 1.24 4.78 2.60 0.70 1.25 6.62 2.56 0.80
CLS 6.23 × 104 4.13 × 106 9.85 × 105 7.99 × 105 1.28 × 105 4.72 × 106 5.22 × 105 4.59 × 105 5.69 × 104 4.48 × 106 7.25 × 105 7.50 × 105

CLP 1.14 × 107 1.67 × 109 3.46 × 108 3.33 × 108 2.71 × 107 1.93 × 109 1.47 × 108 1.83 × 108 1.47 × 107 1.81 × 109 2.35 × 108 3.04 × 108

MAP 1.41 × 10−3 7.60 × 10−2 1.17 × 10−2 1.37 × 10−2 2.52 × 10−3 6.90 × 10−2 1.75 × 10−2 1.09 × 10−2 1.99 × 10−3 6.75 × 10−2 1.66 × 10−2 9.95 × 10−3
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Table 5.4 Distribution range of GLCM parameters for p-DIs of P2.

vertical, s horizontal, p 45◦, s

GLCM
parameters minimum maximum mean STD minimum maximum mean STD minimum maximum mean STD

ASM 4.92 × 10−4 1.72 × 10−2 3.95 × 10−3 2.35 × 10−3 5.40 × 10−4 1.95 × 10−2 4.57 × 10−3 3.50 × 10−3 4.40 × 10−4 2.90 × 10−2 3.85 × 10−3 2.68 × 10−3

CON 3.63 1.71 × 102 16.5 12.4 3.54 59.6 15.6 8.58 2.67 63.3 15.1 8.38
COR 0.97 0.99 0.99 2.94 × 10−3 0.97 0.99 0.99 2.87 × 10−3 0.97 0.99 0.99 3.44 × 10−3

VAR 1.93 × 102 6.14 × 103 1.50 × 103 1.15 × 103 3.46 × 102 2.95 × 103 1.10 × 103 4.00 × 102 2.74 × 102 5.14 × 103 1.00 × 103 5.50 × 102

IDM 0.16 0.58 0.39 7.62 × 10−02 0.17 0.59 0.37 8.88 × 10−2 0.16 0.62 0.36 8.60 × 10−2

SAV 26.4 176 67.6 27.5 29.0 109 57.5 15.3 19.9 168 58.8 21.9
SEN 4.11 5.85 5.02 0.33 4.06 5.63 4.90 0.26 4.01 5.80 4.88 0.31
SVA 7.69 × 102 2.45 × 104 5.97 × 103 4.57 × 103 1.38 × 103 1.18 × 104 4.38 × 103 1.60 × 103 1.09 × 103 2.05 × 104 4.00 × 103 2.20 × 103

ENT 5.20 8.62 6.70 0.57 5.23 8.10 6.63 0.60 4.55 8.25 6.62 0.56
DEN 1.41 3.16 2.02 0.26 1.42 2.79 2.03 0.27 1.26 2.82 2.03 0.26
DVA 2.13 94.1 9.02 6.99 2.22 26.0 8.09 3.78 1.72 27.1 7.50 3.63
DIS 1.18 8.52 2.57 0.84 1.15 5.79 2.61 0.83 0.97 6.00 2.63 0.82
CLS 9.70 × 104 5.35 × 106 10.8 × 105 9.81 × 105 1.76 × 105 2.80 × 106 6.58 × 105 3.31 × 105 16.5 × 104 4.56 × 106 6.41 × 105 4.84 × 105

CLP 2.52 × 107 2.17 × 109 3.73 × 108 4.09 × 108 3.47 × 107 1.02 × 109 1.83 × 108 1.20 × 108 3.63 × 107 1.86 × 109 1.89 × 108 1.95 × 108

MAP 1.80 × 10−3 7.59 × 10−2 1.90 × 10−2 1.28 × 10−2 1.69 × 10−3 8.74 × 10−2 1.96 × 10−2 1.47 × 10−2 1.72 × 10−3 10.3 × 10−2 1.52 × 10−2 11.0 × 10−3

Table 5.5 Distribution range of GLCM parameters for p-DIs of P3.

vertical, s horizontal, p 45◦, s

GLCM
parameters. minimum maximum mean STD minimum maximum mean STD minimum maximum mean STD

ASM 5.99 × 10−4 1.50 × 10−2 2.67 × 10−3 1.34 × 10−3 7.01 × 10−4 10.8 × 10−2 2.57 × 10−3 1.57 × 10−3 4.85 × 10−4 1.15 × 10−2 2.53 × 10−3 1.33 × 10−3

CON 4.00 170 18.7 9.02 4.15 100 19.7 11.0 4.97 176 22.4 13.5
COR 0.94 0.96 0.99 3.06 × 10−3 0.98 0.99 0.98 3.49 × 10−3 0.94 0.99 0.99 3.42 × 10−3

VAR 2.73 × 102 5.23 × 103 9.79 × 103 4.21 × 103 2.77 × 102 3.52 × 103 9.48 × 102 4.23 × 102 2.72 × 102 5.67 × 103 1.21 × 103 8.39 × 102

IDM 0.17 0.57 0.34 6.17 × 10−2 0.19 0.54 0.32 6.94 × 10−2 0.16 0.54 0.33 6.36 × 10−2

SAV 25.3 188 63.1 14.4 29.2 147 61.0 15.6 28.9 207 69.6 23.1
SEN 4.09 5.82 5.03 0.22 4.24 5.80 5.00 0.25 4.22 5.88 5.09 0.28
SVA 10.9 × 102 2.07 × 104 3.90 × 103 1.68 × 103 1.10 × 103 1.40 × 104 3.77 × 103 1.68 × 103 10.8 × 102 2.26 × 104 4.82 × 103 3.35 × 103

ENT 5.10 8.57 6.86 0.42 5.38 8.45 6.91 0.48 5.35 8.73 6.97 0.49
DEN 1.40 3.18 2.12 0.20 1.50 2.96 2.17 0.23 1.52 3.26 2.18 0.23
DVA 2.60 91.3 9.78 4.52 2.38 51.1 9.81 5.30 3.02 89.5 11.9 7.18
DIS 1.17 8.64 2.87 0.69 1.32 6.86 3.03 0.82 1.36 9.18 3.08 0.85
CLS 15.4 × 104 3.55 × 106 5.43 × 105 3.26 × 105 1.14 × 105 2.63 × 106 5.16 × 105 3.16 × 105 12.8 × 104 3.97 × 106 7.25 × 105 6.49 × 105

CLP 3.38 × 107 1.44 × 109 1.53 × 108 1.25 × 108 2.21 × 107 9.66 × 109 1.43 × 108 1.20 × 108 2.64 × 107 1.58 × 109 2.26 × 108 2.64 × 108

MAP 2.23 × 10−3 6.41 × 10−2 1.07 × 10−2 5.35 × 10−3 3.10 × 10−3 3.72 × 10−2 1.07 × 10−2 6.08 × 10−3 1.91 × 10−3 7.23 × 10−2 1.14 × 10−2 7.37 × 10−3

In this research, bivariate Pearson and Spearman correlation coefficients employed to quantify

the correlation between the GLCM parameters extracted from the p-DI data in search of a small set

that has sufficient information capacity for texture characterization. The values of these coefficients

measure the strength of associations, and non-causal relationships between a selected pair of GLCM

parameters [99]. The correlation coefficients are unitless, this makes an evaluation of relationships

easier through a correlation approach, and allows us to decide whether one relationship is stronger

than another without worrying about units inducing that assessment. Correlation coefficients of

null give an indicator of no associate relationship, while the values of +1 or −1 give an indicator

of the linear relationship between two parameters, which is what Pearson’s correlation determines,

or the monotonic relationship between your two parameters, which is what Spearman’s correlation

determines [100]. Whenever the points in the plot become more spread around that straight line,
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the correlation reduces, and any likeness of a linear relationship vanishes [101]. The Pearson

correlation coefficient is given by

rp =

∑n
i=1(xi − x)(yi − y)√

[
∑n

i=1(xi − x)]2[
∑n

i=1(xi − x)]2
, (5.1)

where xi and yi are the two GLCM parameter values of image i, x and y are the mean values of x

and y of n images [99]. The numerator of equation 5.1 is the sample covariance of x and y, and

the denominator is the square root of the sample variance of x; and the sample variance of y. If

the covariance is positive, it expresses a positive linear relationship, and if it is negative, then it

expresses a negative linear relationship [102]. Correlation coefficients of null give an indicator of

no linear relationship, while the values of 1 give an indicator of the points all align on a straight

line, and this line must have a non-zero slope [100].

Unlike Pearson correlation, the Spearman correlation determines the strength and direction of

the monotonic relationship between the two parameters and dose not affected by the shape of the

distributions and the outliers because it depends on the distance between the ranked parameters.

Spearman’s correlation coefficient rs is given by

rs = 1 −
6
∑n

i=1 d2
i

n(n2 − 1)
, (5.2)

where n is the sample size and di is the difference between first parameter and second parameter

ranks [99]. To evaluate d2
i we first need to sort the data of the two parameters from the minimum

to the maximum and assign ranking values for each one of them, then square difference between

two ranked values. Tables 5.6 and 5.7 present rp and rs values obtained between paired GLCM

parameters extracted form 22828 DIs from three sets of p-DI pairs measured form three PPE cell

samples of PPE cells. The rp values range from less than 0.1 for very weak correlations to larger

than 0.9 for very strong correlations for a given pair of GLCM parameters. In addition to rp and

rs, we also obtained the multiple correlation coefficient R2 using the same combined DI data set

to assess each GLCM parameter’s predictability of the other 14 parameters in their values. The
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list of GLCM parameters is given in Table 5.8. We chose a set of four parameters of the top four

parameters of low R2 values to perform classification of PPE cells by the HC and GMM method.

Table 5.6 Pearson’s correlation coefficient rp

GLCM
Parameter ASM CON COR VAR IDM SAV SEN SVA ENT DEN DVA DIS CLS CLP MAP

ASM
CON 0.93
COR -0.93 -0.96
VAR -0.12 -0.08 0.16
IDM -0.10 -0.28 0.34 0.09
SAV -0.28 -0.21 0.28 0.86 -0.02
SEN -0.88 -0.87 0.93 0.41 0.25 0.56
SVA -0.30 -0.28 0.35 0.98 0.14 0.87 0.56
ENT -0.88 -0.84 0.89 0.36 0.03 0.55 0.97 0.52
DEN 0.10 0.27 -0.33 -0.02 -0.97 0.02 -0.24 -0.08 -0.04
DVA 0.94 0.99 -0.95 -0.07 -0.25 -0.20 -0.86 -0.27 -0.84 0.24
DIS 0.85 0.95 -0.97 -0.13 -0.51 -0.23 -0.89 -0.31 -0.81 0.50 0.94
CLS -0.33 -0.34 0.40 0.92 0.25 0.73 0.55 0.95 0.48 -0.17 -0.33 -0.38
CLP -0.27 -0.29 0.34 0.92 0.23 0.72 0.49 0.95 0.43 -0.15 -0.28 -0.33 0.99
MAP 0.97 0.94 -0.97 -0.12 -0.26 -0.29 -0.93 -0.30 -0.91 0.27 0.94 0.92 -0.33 -0.27

Table 5.7 Spearman correlation coefficient rs

GLCM
Parameter ASM CON COR VAR IDM SAV SEN SVA ENT DEN DVA DIS CLS CLP MAP

ASM
CON 0.46
COR -0.55 -0.91
VAR -0.33 0.04 0.29
IDM -0.05 -0.77 0.72 0.09
SAV -0.64 -0.09 0.36 0.82 -0.01
SEN -0.90 -0.56 0.74 0.54 0.27 0.77
SVA -0.65 -0.34 0.62 0.86 0.19 0.86 0.83
ENT -0.96 -0.38 0.54 0.42 -0.02 0.68 0.92 0.72
DEN 0.09 0.80 -0.71 -0.04 -0.98 0.02 -0.26 -0.16 0.01
DVA 0.48 0.99 -0.89 0.06 -0.75 -0.08 -0.56 -0.32 -0.39 0.79
DIS 0.45 0.99 -0.92 0.01 -0.79 -0.10 -0.57 -0.36 -0.38 0.81 0.99
CLS -0.65 -0.57 0.80 0.67 0.35 0.64 0.83 0.92 0.71 -0.32 -0.55 -0.59
CLP -0.64 -0.61 0.82 0.63 0.39 0.61 0.82 0.89 0.70 -0.36 -0.58 -0.63 0.99
MAP 0.90 0.67 -0.67 -0.24 -0.34 -0.54 -0.84 -0.58 -0.80 0.41 0.69 0.66 -0.63 -0.64

Table 5.8 R2 correlation coefficient.

Parameters ASM CON COR VAR IDM SAV SEN SVA ENT DEN DVA DIS CLS CLP MAP

R2 (%) 99.63 100.00 98.94 100.00 98.55 96.47 99.60 100.00 99.29 98.58 99.98 99.80 99.57 99.51 99.55
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5.4 Results of clustering analysis

The selected set of the four GLCMparameters are imported to theMatlab for clustering analysis.

Each parameter is normalized between 0 and 1 by its own values. Based on the results we got from

3D morphological analysis in previous chapter, we used k=3 as the estimated number of clusters

within the data extracted from 11414 cell. The HC analysis gives us a fixed initial starting point to

classify the PPE cells with GMM method by separating the data points to three clusters depending

on the distance among the points within the space of the selected parameters. The mean and the

covariance matrix are calculated to obtain the Gaussian PDF for each cluster. The clustering is

optimized by iteratively over all cells assigned to different clusters. The results of the clustering

are denoted by C1, C2, and C3 with total number of cells 1825, 8672, and 917 respectively. Figure

5.5 presents the scattered plots of three selected GLCM parameters. It can be seen from these plots

that the DIs of C1 cells have its parameter values spread in a cluster toward the high ends of the

ranges of the three parameters in contrast to C3 which have its parameter values spread in a cluster

toward the lower ends of the ranges of the three parameters. while the C2 DIs cluster near the low

end of one parameters and the near high end of the other with less spread compare to the other

clusters. Furthermore, both of the calculated and the measured DI data presented in this study

exhibit highly symmetirical scatter plot distribution within the same selected parameters space as

shown in Figures 4.17 and 5.5.

Selected example of clustered measured PPE DIs pair are presented in Figure 5.7. We randomly

select three pairs from each cluster and from each patient to illustrate their diffraction patterns.

By examining these DIs, one can observe that the diffraction of pattern of C1 exhibit relative

high degrees of non-similarity to those of C2, while the patterns of both of them show significant

differences from those of C3. These differences can be found among all cells extracted from the

three patients and also within the same patient sample. The size of the speckles in C1 images can

be seen to be slightly larger than those in C2 and C3 images and the total amounts of speckles in

C1 and C3 images are less than those in C2 images. With the naked eyes, one is unable to quantify

86



Figure 5.5 Scattering plots of three GLCM parameters extracted from the
diffraction images of 11414 PPE cells and normalized between 0 and 1.
COR = correlation; IDM = inverse difference moment. SAV =sum of
variance.

Figure 5.6 Box plot of the selective GLCM parameters.
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the difference among these DIs between C1, C2, and C3 cells as well as among P1, P2, and P3

samples. From these results, it is obvious that the method of HC and GMM clustering based on

selected GLCM parameters is efficient method for cell classification to investigate the variations in

diffraction patterns and the correlations between these patterns and morphological parameters of

the cells.

Figure 5.7 Examples of normalized DIs measured for PPE cells extracted
from three different patients and clustered into three groups. Each im-
age is marked on the top by cluster and patient ID, incident and scatter
polarization, and minimum, maximum, and average pixel intensity.
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Chapter 6 Conclusion

Through this dissertation research, we have investigated the profiling of primary PPE cells

of patients suspected with cancers by the p-DIFC method to lay a foundation for future study of

label-free detection of cancer cells in the PPE samples. To achieve this aim, the key issue is to

study and establish correlations between the diffraction patterns embedded in p-DI data acquired

from PPE cells and their morphological features revealed by the confocal and cytology fluores-

cence microscopy. Quantitative results of 3D and 2D morphology have been obtained in terms of

volume and surface parameters of cell and intracellular organelles that play important roles in light

scattering. We have also developed realistic optical cell models for simulation and analysis of light

scattering patterns of the calculated p-DI data with various techniques. It has been demonstrated

with the simulation of diffraction imaging process that strong correlations exist between the diffrac-

tion patterns embedded in the p-DI data and the 3D morphological characteristics. In addition, a

suite of tools of imaging processing and statistical analysis have been developed based on existing

algorithms through this study.

The investigations of 3D cell morphology have been carried out with confocal microscopy

of 499 single PPE cells extracted 12 patients suspected with cancer. We acquired confocal image

stack data and perform 3D reconstruction and parameter calculation after double staining of nucleus

and mitochondria with fluorescent dyes Syto-61 and Mitotracker Orange. We used an in-house

developed Matlab-based software for image segmentation, interpolation, and 3D reconstruction.

A total of 27 morphology parameters of volume and surface related to the cell, nucleus, and

mitochondria were calculated for quantitative analysis and comparison among different types of

cells. Table 3.2 lists the means and standard deviations of all calculated parameters to provide an



overview of the PPE cells morphology. Six scatter plots of the imaged PPE cells with different pairs

of morphology parameters are presented in Figure 3.4 as examples to compare their distributions.

Despite their dispersed distributions, the symbols representing the cells show significant overlap in

all of the scatter plots. But, these scatter plots are difficult to use for finding clear separation lines

in the parameter space to discriminate different types of cells of the effusion samples and achieve

the goal of cells classification.

For that reason it was imperative to adopt a machine learning algorithm which can be used to

objectively and effectively identify the cell distribution in the morphology parameter space. We

employed an unsupervised algorithms of the hierarchical clustering (HC) and Gaussian Mixture

Model (GMM) for automated cell classification in the 3D parameter space of cell morphology.

These algorithms, however, requires a prior knowledge on number of clusters available within the

data. For determination of an optimized cluster number k for a given cell data set, we utilized

the Akaike information criterion (AIC) and the Bayes information criterion (BIC) as statistical

estimators to evaluate the optimal value of k in our classification study. Both of these criteria

represent a balance between maximizing the degree of fit of the data point to a cluster model

and minimizing number of clusters. The results showed that 3 is the best choice of k and the

corresponding clusters were named as C1, C2 and C3. Tables 3.4 and 3.5 present the means and

standard deviations of the 27morphology parameters together with the p-values to test the statistical

significance of the differences among the three cell clusters which are mainly characterized by their

differences in cell, nuclear, and mitochondrial volumes with C1 indicating the cells of smallest

volumes and C3 the cells of largest volumes while C2 the medium values. To examine the

differences in morphology closely, we shown in Figure 3.8 of the 3D parameters selected from

the Tables 3.4 and 3.5 with p-values < 0.05 for imaged cells to visualize and compare their

distributions. These differences are quit obvious in statistical analysis of the mean value and the

standard deviation. Even though, the scatter plots of those parameters with p-value of less than

0.05 evince that morphological parameters alone can hardly be used for effective classification of

the different cell types.
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We have also carried out 2D morphology quantitative analysis of PPE cells based on cytopatho-

logical image slides and labels provided by collaborating cytologists for comparison to the previous

results 3D analysis. The cells in these slides were examined and evaluated by the cytologists for

two major group labels of normal and cancer cells. Quantitative 2D morphological measurements

of 560 PPE cells extracted from 6 patients were performed to obtain cell and nuclear areas. The

results correlate the nature of cells to the morphological parameters of the cell and nuclear area

value. The same clustering technique of HC and GMM with k=3 is used to classify the cells in 2D

parameter space. The results of the clustering showed that among the three clusters there are about

98% of the cells in C1 are normal cells and 100% of the cells clustered in C3 are cancer cells. In

comparison, cells in C2 have mixed portions of 19% as normal to 81% as cancer. Further analysis

through scatter plot (Figure 3.13) for these results showed that most of normal cells are found in

the range of small cell area and while the cancer cells are spread in bigger range of relatively large

cell area while certain amount of normal cells and cancer cells are overlapped in the middle range.

Simulations of diffraction imaging were performed to investigate correlations between cell mor-

phology and diffraction patterns. The p-DI calculations were based on virtual PPE cell structures

obtained from the 3D morphological structures in terms of optical cell models (OCMs) by convert-

ing fluorescent light intensity values into refractive indices. We employed a previously in-house

developed MATLAB code to build OCMs from confocal imaging based cell structures with three

organelles of cytoplasm, nucleus and mitochondria. Equations 4.1 to 4.10 were used to obtain RI

values for each voxel in a cellular organelle from the fluorescent intensity values of the fluorescent

dyes tagged to the biomolecules inside nucleus or mitochondria. Four types of realistic OCMs

have been developed with 9 PPE cell structures (3 small, 3 medium, and 3 large), selected based

on the 3D morphology classification results, and adjustable refractive index (RI) parameters of

nucleus and mitochondria to study the effects of cell morphology on RI distribution and diffraction

patterns in calculated p-DI pairs. In addition We have also investigated OCM improvement by

adding artificially an organelle of lysosome that is also important to light scattering. This has

been achieved by adding a distribution of small spheres of volume rang from 0.11 to 305µm3 and
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average refractive index of 1.45 and standard deviation of 0.02 inside the cell to study the effect

of the lysosomes. The texture features of the calculated p-DIs were extracted by the computation

method GLCM to obtain a total of 30 image texture parameters for each cell to quantify diffraction

pattern by the cell. The simulation results of 171 cell structure selected as 72 small, 60 medium,

and 39 large were used to study the correlation between cell morphological features and diffraction

patterns revealed by GLCM parameters. The classification of calculated p-DI data by clustering

algorithms of HC and GMM by 5 selected GLCM parameters was used to understand the capability

of cell profiling by p-DI to classify the measured p-DI data. The clustering process of calculated

p-DI achieved clustering results with average accuracy of 57.8% and standard deviation of 10.0%

in term of clustering the three of types of cells (small, medium, and large) into three clusters (C1,

C2, and C3) as shown in Table 4.3. These findings provide a basis to understand the the ability of

p-DIs for morphology based classification.

The p-DI measurements have been performed with the method of p-DIFC. The acquired p-DI

data were first preprocessed to remove those by cellular debris and aggregated noncellular particles.

A total of 11,414 p-DI pairs were obtained from PPE samples of 3 patients were imported to GLCM

algorithm to extract 30 parameters per image. We used Pearson’s, Spearman’s and R2 correlation

coefficients to evaluated the correlations among 15 GLCM parameters to identify the set of most

independent parameters. This parameter set was further assessed on their ability to classify the

PPE cells with the HC and GMM based clustering algorithm. We obtained an optimized set

of GLCM parameters that has sufficient information capacity for texture characterization of the

p-DI data and investigated their relation to cell size and other parameters based on the clustering

analysis. The light scattering patterns obtained through numerical simulation from the cell models

and experimentally showed similar characteristics in term of GLCM parameters, indicating strong

similarities between the optical models and real cells as shown in Figures 4.17 and 5.5. These

results lead to a conclusion that the p-DIFC method has the potential to be developed into a rapid

and label-free method for cell essay and morphology based classification to discriminate PPE cells

of types based on size and morphology.
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Appendix A CELLS ISOLATION PROTOCOL

This protocol is for extracting Pleural and Peritoneal Effusion (PPE) cells from the PPE fluid.

The key is to keep the fluid sample on ice during the transportation and use caution to avoid spilling

during operation.

1. Keep the fluid sample on ice for transportation.

2. Centrifuge the fluid sample in 1500 RPM for 5 minutes and discard the supernatant.

3. Break up the cells sediment pellet by tapping at the bottom of the tube.

4. Use 10 mL red blood cell lysis buffer and shake at room temperature for 10 minutes to remove

the red blood cells. Repeat this step if needed.

5. Filter cells using 70 µm cell strainer to get rid particles such as fat or chunk of tissue in the

suspension (if needed).

6. Re-suspend the cells in PBS/BSA buffer and get them ready for counting process.



Appendix B CELL COUNTING PROTOCOL

Cell counting should be applied after cells extraction and before staining. Also, it is necessary

to count the cell before confocal and p-DIFC imaging processes to estimate the viability and

concentration of cells.

1. Clean the hemocytometer using 70% ethanol before use.

2. Mix the cell suspension to be counted well by either gentle agitation of the tube containing

the cells or another appropriate method (e.g., using a serological pipette if required).

3. Use a 30 µL pipette to take out 15 µL the cells suspension and drop them gently in a small

tube. Take out 15 µL Trypan blue and mix.

4. Use a micropipette to draw up 15 µL cell suspension containing Trypan blue. Carefully fill

the hemocytometer by gently resting the end of the micropipette tip at the grooved edge of

the chambers. Let, the sample to be sucked out of the micropipette by capillary action; the

cell suspension should run to the edges of the grooves only. Try not to overfill the chamber.

Re-load the micropipette with cells suspension and fill the second chamber if needed.

5. Focus the 10x objective of the light microscope on the hemocytometer grid lines. Focus on

one set of 16 corner squares.

6. Use an eight key manual differential cell counter to count the number of cells in this area

of 16 squares. When counting, always count only live cells that look healthy. Count cells

that are within the chosen square and any located on the right hand or bottom boundary line.

Dead cells stained blue with Trypan blue can be counted separately for a viability count.



7. Focus the microscope to another set of 16 corner squares and carry on counting until all four

sets of 16 corner squares are counted.

8. According to hemocytometer design, the total number of cells in one set of 16 corner squares

is equivalent to the number of cells ×104/mL, and the total number of cells is equivalent to

the sum of the total number of cells in four sets of one hemocytometer grid.

9. So divide the total count by 4 to get the average number of cell in one square. Then adjust the

number cells to 1:2 dilution in Trypan blue by multiplying by 2 to adjust. These two steps

are equivalent to dividing the cell count by 2. For example: if the cell count is 130, the cell

density is: 130
2 = 65 × 104/mL.
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Appendix C CELL STAINING PROTOCOL

The double staining protocol is for acquiring confocal image stack.

1. Collect cells in 15 mL conical tube.

2. Centrifuge cells suspension at 1500 RPM for 5 minutes.

3. Aspirate the supernatant media on top of cells to get cell sediment pellet.

4. Tap the bottom of the tube to break up cell pellet. Then, re-suspend cells in 5 mL of media.

5. Pipette the cell suspension several times to obtain a single cell suspension.

6. Add 1 µL of nucleus stain (Syto-61) and mitochondria stain (MitoTracker Orange) to the 5

mL cell suspension. The final concentrations of stains are 1 µM and 0.2 µM for Syto-61 and

MitoTracker Orange respectively.

7. Invert tube several times to mix media well.

8. Incubate stained cells suspension at 37◦C and 5% CO2 for 40 minutes.

9. Centrifuge cells suspension at 1500 RPM for 3 minutes.

10. Break up cell pellet and re-suspend cells in 2 mL of media as previous procedure is the start

of first wash.

11. Incubate washed cells at 37◦C and 5% CO2 for at least 5 minutes.

12. Centrifuge washed cells at 1500 RPM for 5 minutes.



13. Aspirate the supernatant media on top of cells to get cell sediment pellet, and this is the end

of the first wash.

14. If too much fluorescence background appears in the confocal images, a second wash may be

taken by repeating above steps.

15. Re-suspend cell sediment pellet in 5 mL media to have concentrated cell suspension for

confocal observation –cell suspension for imaging.

16. Add 150 µL to depression slide, put a glass cover slide on top and invert the assembly for the

inverted microscope viewing. If cells are too dense, dilute cell suspension with more media.
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Appendix D 3D PARAMETERS DEFINITION

Parameter Symbol Units Definition
Cell grid perimeter GPc µm GPc = Ns,cytoavxl

(a)

Cell surface area Sc µm2 Sc = Ns,cytosvxl
(b)

Cell volume Vc µm3 Vc = (Nv,cyto + Nv,nucl + Nv,mito)vvxl
(c)

Surface to volume ratio of cell SVrc µm−1 SVrc = Sc/Vc

Index of surface irregularity of cell SIic µm−1/2 SIic = GPc/
√

Vc

Cell equivalent spherical radius E Rc µm E Rc = (3Vc/4π)1/3

Cell volume sphericity index VSic VSic = 4πE R2
c/Sc = (36πV2

c )
1/3/Sc

Average distance of cell membrane voxels to centroid < Rc > µm < Rc >=
∑Ns,cyto

i=1 Rc(i)/Ns,cyto
(d)

Standard deviation of < Rc > ∆Rc µm ∆Rc = {
1

Ns,cyto

∑Ns,cyto

i=1 (Rc(i) − 〈Rc〉)
2}1/2

Nuclear grid perimeter GPn µm GPn = Ns,nuclavxl

Nuclear surface area Sn µm2 Sn = Ns,nucl svxl

Nuclear volume Vn µm3 Vn = Nv,nuclvvxl

Nuclear surface to volume ratio SVrn µm−1 SVrn = Sn/Vn

Index of surface irregularity of nucleus SIin µm−1/2 SIic = GPc/
√

Vc

Nuclear equivalent spherical radius E Rn µm E Rn = (3Vn/4π)1/3

Nuclear volume sphericity index VSin VSin = 4πE R2
n/Sn = (36πV2

n )
1/3/Sn

Average distance of nuclear membrane voxels to centroid < Rn > µm < Rn >=
∑Ns,nucl

i=1 Rn(i)/Ns,nucl

Standard deviation of < Rn > ∆Rn µm ∆Rn = {
1

Ns,nucl

∑Ns,nucl

i=1 (Rn(i) − 〈Rn〉)
2}1/2

Mitochondrial grid perimeter GPm µm GPm = Ns,mitoavxl

Mitochondrial surface area Sm µm2 Sm = Ns,mitosvxl

Mitochondrial volume Vm µm3 Vm = Nv,mitovvxl

Surface to volume ratio of mitochondria SVrm µm−1 SVrm = Sm/Vm

Index of surface irregularity of mitochondria SIim µm−1/2 SIim = GPm/
√

Vm

Mitochondrial equivalent spherical radius E Rm µm E Rm = (3/SVrmπ)
1/3

Distance between the centroids of nucleus and cell CDm µm |rnc − rcc |
(e)

Volume ratio of nucleus to cell Vrnc Vrnc = Vn/Vc

Volume ratio of mitochondrion to cell Vrmc Vrmc = Vm/Vc

(a) avxl = voxel side length = dx = dy ≈ dz, where dx and dy is the pixel size along x− and

y − axis, respectively, while dz is the distance between two neighboring interpolated slices.



The side length dz is obtained by requiring dz · (Nint + 1) ≈ ∆z · f with Nint as the integer

number of interpolated slices between two raw slices and ∆z = 0.5 µm as the translation step

size along z − axis, f = 0.87 is the correction factor for light refraction.

(b) Ns,(c,nucl, or mito) = number of surface or membrane voxels for the organelle (c, nucl, ormito),

svxl = 1.414 · avxl · dz = area of the diagonal plane of one voxel as the average surface area

of the membrane voxels. A surface voxel of a specific organelle is defined as the one which

has at least one of the six neighboring voxels belong to another organelle or the host medium

outside of the cell.

(c) Nv,(c,nucl, or mito) = number of volume voxels for the organelle (c, nucl, or mito)which includes

the surface voxels and interior voxels, Vvxl = volume of voxel = dx · dy · dz.

(d) Rc = |rcs(i) − rcc | with rcs(i) = (xcs(i), ycs(i), zcs(i))dav as the position vector of the ith voxel

on the cell surface or membrane and rcc = (xcc, ycc, zcc)dav as the position vector of the

cell centroid, dav = (dx + dy + dz)/3. The component coordinates of rcc are defined as

xcc =
∑Nv,cell

i=1 with Nv,cell = Nv,cyto + Nv,nucl + Nv,mito, etc..

(e) rnc = (xnc, ync, znc)dav is the position vector of the nuclear centroid with its components

defined as xnc =
∑Nv,nucl

i=1 x(i)/Nv,nucl , etc..
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Appendix E GMM ALGORITHM

GMM clustering algorithm starts by fitting a Gaussian mixture distribution of clustering com-

ponents k to the data matrix X of (N × D) dimensions. N represents the rows of data matrix match

the PPE cells in our measurement (449 cells); D represents for the columns of the data matrix match

to the extracted 3D morphological parameters (27 morphological parameters).

X(N × D) =

©«
x1,1 · · · x1,D
...

. . .
...

xN,1 · · · xN,D

ª®®®®®®¬
(E.1)

Assuming that the data is coming from k clusters, the algorithm will randomly split the data

matrix into k sub-matrices and use maximum likelihood parameters estimation (MLPE) method

to estimate the mean (µ) and covariance matrices (α)s’ for each column of the data matrix. The

estimated µ is
∑

x
n , and the mean vectors for the k clusters are:

µ(k,D) =

©«
µ1,1 · · · µ1,D
...

. . .
...

µ1,k · · · µk,D

ª®®®®®®¬
, (E.2)

and the covariance matrices of each cluster with the corresponding column variances along the

diagonal

αk=1 =

©«
σ2

1,1 · · · σ2
1,D

...
. . .

...

σ2
n,1 · · · σ2

n,D

ª®®®®®®¬
, αk=2 =

©«
σ2

n+1,1 · · · σ2
n+1,D

...
. . .

...

σ2
N,1 · · · σ2

N,D

ª®®®®®®¬
(E.3)



both matrices will be the initial values for the expectation maximization (EMax) algorithm with

assigned equal prior probabilities to each cluster. In the “Expectation” step, the algorithm calculates

the probability that each data point belongs to each cluster using currentmean vectors and covariance

matrices. Since the algorithm deals with multiple inputs variables, the equation for the probability

density function of a multivariate Gaussian is:

gk(x |µiαi) =
1

(2π)D2 |αi |
1
2

exp{−
1
2
(x − µi)

′α−1
i (x − µi)} (E.4)

At this point, we will end up with a probability density function (PDF) of (N × k) matrix,

PDF =

©«
g1,1 · · · g1,k
...

. . .
...

gN,1 · · · gN,k

ª®®®®®®¬
(E.5)

The probability w
(k)
i that the data point belongs to cluster k can be calculated by multiplying

each PDF value by the prior probability for cluster then divide by the sum of weighted probability

for each cluster. By that, the algorithm ends up with a matrix of one row per data point and one

column per cluster. i.e.,

W(N, k) =

©«
w1,1 · · · w1,k
...

. . .
...

wN,1 · · · wN,k

ª®®®®®®¬
(E.6)

In the “Maximization” step, algorithm re-calculates the cluster means and covariance based on

the probabilities calculated in the expectation step. The new mean calculated for each cluster by

finding the weighted average of all data points.
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newµk =

∑m
i=1 w

(k)
i xi∑m

i=1 w
(k)
i

⇒ newµ(k,D) =

©«
µ1,1 · · · µ1,D
...

. . .
...

µ1,k · · · µk,D

ª®®®®®®¬
(E.7)
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Appendix F GLCM PARAMETERS

The gray tone of a rectangular input image I with Nx horizontal resolution pixels, and Ny

vertical resolution pixels is quantized by Ng levels. Lx = 1, 2, . . . , Nx and Ly = 1, 2, . . . , Ny, are

the horizontal and the vertical spatial domains respectively, and G = 0, 1, 2, . . . , Ng is the quantized

gray-level tone. For the 8-bit gray-level image, G is equal 255, and Ng is equal 254. The set Lx × Ly

represent the set of pixels of the image sorted by their row-column pixel gray-level labels. It is

assumed that the texture information in an image I is contained in the overall or average spatial

relationship. Let’s denote pi, j as the “co-occurrence” frequency of two neighboring pixels with

gray-level values i and j that are separated by certain distance d. Where d = 1 can be defined

nearest neighbored pixels at specific angular direction θ. Which is equal to 0◦, 45◦, 90◦, and135◦

for horizontal, vertical, and diagonal direction. [103].

Figure F.1 shows an example of GLCM calculation of an input image with four gray-level

values. The pixel value representation for the input image is ranging from 0 the black color to 3

the white color. The gray-level co-occurrence frequencies can be calculated and represented by

matrices for horizontal (θ = 0◦), vertical (θ = 90◦), and diagonal direction (θ = 45◦and135◦)

respectively.



Figure F.1 Calculation of GLCM (a) The input image sample with gray-
levels. (b) Pixel value representation of the input image with four gray-
level. (c) The co-occurrencematrix representation. (d), (e), (f), and (g) The
co-occurrence matrix of the input image with d = 1 and θ = 0◦, 90◦, 45◦,
and 135◦ respectively.

Let’s assume J(x, y) is the 12-bit diffraction image before normalization, and I(x, y) is the 8-bit

diffraction image data after normalization. The GLCM of I(x, y) elements usually represented

by the normalized frequencies p(i, j). Where p(i, j) = P(i, j)/R, and R is the total pair of the

neighboring pixels for calculated matrix P [103]. The probability of the reference pixel value i in

the grey level image is

px(i) =
G−1∑
i=0

p(i, j), (F.1)

and the probability of the neighbor pixel value j in grey level image is

py( j) =
G−1∑
j=0

p(i, j), (F.2)
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While, the probabilities of the sum and the difference of the main diagonal line with gray-level

image are

px+y(k) =
G−1∑
i=0

G−1∑
j=0

p(i, j), k = i + j, (k = 0, 1, 2, . . . , 2G − 2),

px−y(l) =
G−1∑
i=0

G−1∑
j=0

p(i, j), l = |i − j |, (l = 0, 1, 2, . . . ,G − 1),

(F.3)

px+y(k) and px−y(l) provide a histogram of the of gray-levels from pixel pairs of input image I

[103].

In this study, a total of 17 parameters have been extracted for each of the p-DI pairs which

include 15 texture parameters defined through p(i, j) and 2 parameters of maximum and minimum

pixel intensities from the 12-bit image J(z, y). Therefore, each p-DI pair yields 34 parameters

to represent each imaged cell by the p-DIFC method. The definitions of the GLCM parameters

extracted from a diffraction image are discussed below.

1. The average value of gray-level px and py is [104]

µx =

G−1∑
i=0

ipx(i) =
G−1∑
i=0

G−1∑
j=0

ip(i, j),

µy =

G−1∑
j=0

jpy( j) =
G−1∑
i=0

G−1∑
j=0

jp(i, j),

(F.4)

2. The sum average (SAV) is

SAV =
2G−2∑
i=0

kp(i, j), (F.5)

3. The difference average, which also known as dissimilarity (DIS) is [91]

DIS =
2G−2∑
i=0

lp(i, j), (F.6)

4. The standard deviation of the gray-level is
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σx =

√√√G−1∑
i=0
(i − µx)

2px(i),

σy =

√√√G−1∑
j=0
( j − µy)2py( j),

(F.7)

5. The variance (VAR) is [90]

V ARx =

G−1∑
i=0
(i − µx)

2px(i),

V ARy =

G−1∑
j=0
( j − µy)2py( j),

(F.8)

VAR is relatively high for the elements that differ from the average value of p(i, j) [90].

6. Angular Second Moment (ASM) measures the uniformity of an image. A uniform image

contains only similar gray-level pixels, resulting in a GLCM with a few but relatively high

values of p(i, j). Thus, the higher values of ASM indicate more uniform texture images [103].

ASM =
G−1∑
i=0

G−1∑
j=0
{p(i, j)}2, (F.9)

7. Contrast (CON) in an image presents the amount of local variation measure within the GLCM

[105]. An image with a large amount of local variation has a higher contrast value.

CON =
G−1∑
j=0

l2p(i, j)2, l = |i − j |, (F.10)

8. Correlation is a measure of gray-level linear dependency in a gray-level image. An image

with lower correlation values consists of mostly constant gray-level values [90].
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COR =

∑G−1
i=0

∑G−1
j=0 (i − µx)( j − µx)px(i, j)

σxσy
,

COR =

∑G−1
i=0

∑G−1
j=0 (i j)px(i, j)µxµy

σxσy
,

(F.11)

9. Inverse Difference Moment (IDM) is a measure of image local homogeneity. Due to the

weighting factor (1 + (i − j)2)−1, the IDM will get high contributions from homogeneous

areas (i = j), and small contribution from inhomogeneous areas (i , j) [90].

IDM =
G−1∑
i=0

G−1∑
j=0

1
1 + (i − j)2

p(i, j), (F.12)

10. Entropy (ENT) is measure of image texture randomness due to intensity distribution. Homo-

geneous images have high entropy, while inhomogeneous images have low entropy [90].

ENT = −
G−1∑
i=0

G−1∑
j=0

p(i, j) · log(p(i, j)), (F.13)

11. The sum entropy (SEN) is

SEN = −
2G−2∑
i=0

px+y(k) · log(px+y(k)), (F.14)

12. The difference entropy is

DEN = −
G−1∑
i=0

px−y(l) · log(px−y(l)). (F.15)

13. The sum variance (SVA) is [106]

SV A = −
2G−2∑
i=0
(k − SEN)2px+y(k) (F.16)

14. The Difference variance (DVA) is [106]

120



DV A = CON − (
G−1∑
i=0

kpx−y(k))2 (F.17)

15. Cluster shade (CLS) is a measure of GLCM skewness. It can be used to predicts matrix

uniformity. High CLS means more asymmetry of the image [91].

CLS =
G−1∑
i=0

G−1∑
j=0
(i + j − µx − µy)

3p(i, j), (F.18)

16. Cluster prominence (CLP) is a fourth power measure of asymmetry. When CLP value is

high, the image is not symmetric. [91].

CLP =
G−1∑
i=0

G−1∑
j=0
(i + j − µx − µy)

4p(i, j), (F.19)
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Appendix G EXAMPLE SCRIPT FOR ADDA

# This shell script file created to simulate micro-sphere.

# The absolute refractive index of the sphere is m= 1.588 + 0.00034 at λ =0.532µm.

# The absolute refractive index of the host media is 1.334.

# The relative refractive index of the sphere is 1.588
1.334 = 1.190.

# The relative incident wavelength is 0.399µm.

# Theta range from -180 to 180 degree, and phi=90 degree.

for a in 5

do

INPUT_DIR="/home/Single_Sphere_OCM/$a"

OUTPUT_DIR="/home/Single_Sphere_OCM/$a"

SCAT_DIR="/home/Single_Sphere_OCM"

ADDA_MPI="/home/adda_1.3b4/src/mpi/adda_mpi"

ARGS_MPI="-lambda 0.399 -shape read $INPUT_DIR/Geometry_files.dat -dpl 1

-scat_grid_inp $SCAT_DIR/scat_params_a.dat -store_scat_grid"

ARGS_MPI_INDEX="-m ‘cat $INPUT_DIR/refractive_index.txt‘"

EXEC_MPI_ARG="mpiexec -n 72"

cd $OUTPUT_DIR

$EXEC_MPI_ARG $DIR_NAME $ADDA_MPI $ARGS_MPI $ARGS_MPI_INDEX

done
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